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ABSTRACT

*The paper extends our earlier analysis of teaching to the analysis

of the best teachers for whom we could obtain transcripts. The

analysis attempts to specify the set of goals and subgoals that
4-

guide the teachers, the set of specific strategies that the teachers

*use to generate cases, questions, and comments for the students, and

the control structure that the teachers use to allocate their time

between different goals. The theory constructed from this analysis

can be applied in educating teachers to be effective, and in

building intelligent CAI systems of the future.

I
1-3-

I



. INTRODUCTION

In previous work (Collins, 1977; Collins, Warnock, Aiello, and
0.

Miller, 1975a; Collins, Warnock and Passafiume, 1975b; Stevens and

Collins, 1977) we have attempted to build formal process theories of

the goals and strategies of human tutors. In this paper we attempt

to analyze the strategies of the very best teachers for which we

could obtain films or transcripts.

The teachers we analyzed have diverse teaching goals and

strategies. Nevertheless we can abstract out common elements in

their teaching, as well as reasons for the differences. All of the

teachers use some version of the case, inquiry, or discovery method

of teaching (Anderson and Faust; 1974; Sigel and Saunders, 1979).

They do not simply teach facts, but rather they teach basic

principles or basic problem solving strategies for approaching

different kinds of problems. For example, one teacher we analyzed

is particularly effective in teaching his students how to attack

problems. His students end up using many of the same techniques he

uses to approach novel problems. Such an outcome indicates that it

is possible to teach problem solving strategies and that these

I techniques are sufficient to do so.

The theory of interactive teaching that we are constructing is

cast in a framework similar to that used by Newell and Simon (1972)

3 to describe human problem solving. It contains three parts:

rI
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1. The goals and subgoals of effective teachers.

2. The strategies used to realize different goals and

subgoals.

3. The control structure for selecting and pursuing

different goals and subgoals.

Teachers typically pursue several goals simultaneously. Each goal

has associated with it a set of strategies for selecting cases,

asking questions, and giving comments. These are represented in our

theory as condition-action pairs (Collins, 1977). In pursuing goals

simultaneously, teachers maintain an agenda (Collins, et al., 1975b;

Stevens and Collins, 1977) which allows them to allocate their time

,among the various goals efficiently. The theory therefore

encompasses goals, strategies, and control structure.

We see two kinds of uses for a formal theory of interactive

teaching. Currently there is much active research to develop

intelligent computer assisted instruction (ICAI) systems (e.g.,

Sleeman and Brown, 1979; Goldstein and Brown, 1979). To the degree

we can develop precise theories of effective teaching strategies,

these can be embedded in ICAI systems. Equally important are the

implications for teacher education. We think we can make explicit

the kinds of goals our best teachers pursue, and the specific

strategies they use for dealing with different kinds of situations.

In summary, we think it is possible to make the accumulated tacit

knowledge of our best teachers explicit enough both for future

teachers to learn and for ICAI systems to use.

-5-
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Terminology used in the theory

" Many of the teaching strategies we describe serve to

communicate the teacher's understanding of the causal structure of a

domain to a student. Thus we need a way to notate a causal

structure. One way of representing causal dependencies is in terms

of an and/or graph (Stevens and Collins, 1980). Figure 1 shows such

a graph for the causal dependencies derived by a student in a

dialogue that one of us conducted on growing grain in different

places (Collins, et al., 1975a). Each place that was discussed

functioned as a case in the terminology of the theory. In the

figure rice growing is the dependent variable, and is treated as a

function having two possible values: either you can grow rice or you

can't. In other sections of the dialogue wheat growing and corn

growing were discussed as alternative dependent variables. Unlike

grain growing, which the student treated as a threshold function,

I many dependent variables are treated as continuous functions (e.g. a

1 place is colder or warmer), where there is a continuous range of

values.

1 During the course of the dialogue the student identified four

I principal factors affecting rice growing: fresh water, a flat area,

fertile soil, and warm temperature. These were configured as shown

in the diagram. These factors (or independent variables) are linked

to rice growing through chains with various intermediate steps. In

i fact any node in a chain can be considered as a factor affecting

subsequent nodes. Figure 1 itself represents only a top-level

description, since nodes or links in the diagram can be expanded toI
-6-
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more detail (Stevens and Collins, 1977). Links expand into chains

j of links and nodes, so that for example "irrigation" can be

considered an intermediate node on the chain from "river or lake" to

"supply of fresh water".

Given a set of factors and a dependent variable, a rule (or

hypothesis) is any function that relates values of one or more

factors to values of the dependent variable. A rule can be more or

less complete depending on the degree it takes into account all the

relevant factors and the entire range of values of the dependent

variable. For example a rule about rice growing might assert that

growing rice depends on heavy rainfall and fertile soil. Such a

rule is obviously incomplete with respect to the mini-theory shown

in Figure 1. A theory specifies the causal structure interrelating

different rules. In complex domains like rice growing and medicine,

]no theory is ever complete.

Insert Figure 1 here

Given the dependencies in the diagram, it is apparent that a

factor like heavy rainfall is neither necessary nor sufficient for

rice growing. It is not necessary because obtaining a supply of

fresh water (which is a necessary factor) can also be satisfied by

irrigation from a river or lake. It is not sufficient because

other factors, such as a warm temperature, are required. When prior

nodes are connected into a node by an "or", any of the prior nodes

1
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I.

RIVER OR LAKE

Figure 1. A student's analysis of the causal factors
, affecting rice growing.

I
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is sufficient and none is necessary with respect to that node. For

example, either heavy rainfall or a river or a lake is a sufficient

source for fresh water, but none of these is necessary for fresh

water. In contrast, when prior nodes are connected into a node by

an "and", all of the prior nodes are necessary and none is

sufficient with respect to that node. For example, fresh water is

necessary to flood a flat area, but is not sufficient. Though heavy

rainfall is sufficient as a source of fresh water, it is not

sufficient for growing rice, because of the "ands" in the causal

structure between rainfall and rice. Any variable not included as a

factor in the diagram is effectively treated as irrelevant to the

theory.

Independent and Dependent Variables in Different Domains

Table 1 illustrates how the terminology applies to teaching

strategies in different domains. We believe that these teaching

techniques can be applied to virtually any domain. In Table 1 we

are not trying to list all possible independent and dependent

variables, nor are we ruling out other possible assignments; these

, are merely meant to indicate the most common assignments that

teachers make.

Insert Table 1 here

i
1 Let us briefly explain these examples:

-
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1. In arithmetic, a student solves problems in order to

Ilearn how to handle different operations, numbers,

variables, etc. Because of the procedural emphasis in

Iarithmetic, it is the domain that fits our terminology

least well.

2. In art history, the teacher attempts to teach students

how techniques, uses of texture or color, structural

interrelationships, etc., create certain effects on the

viewer.

3. In law, historical cases are used to teach students how

different variables (historical precedents, laws,

aspects of the particular case, etc.) affect legal

outcomes.

4. In medicine, the goal is to teach students how to

diagnose different diseases, given patterns of

symptoms, their course of development, and the

jpatient's history and appearance.
5. In geography, most variables are treated both as

independent and dependent variables on different

occasions. For example, average temperature is a

dependent variable with respect to the first-order

factors, latitude and altitude, and general

second-order factors, distance from the sea, wind and

sea currents, tree and cloud cover, etc. But, in turn,

temperature is a factor affecting dependent variables

such as population density, products, land types, etc.

I
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6. In moral education, teachers try to teach rules of

moral behavior by considering different situations with

respect to the actions and motives of the participants.

7. In botany, one learns what configurations of the shape,

branches, leaves, etc., go with what tree and plant

names.

Whether a variable is treated as a dependent or independent

variable depends on what the teacher is trying to teach. It does

not depend on the direction of causality. For example, in geography

or law, the independent variables (e.g., amount of available water)

are typically presented as causes of the dependent variables (e.g.,

population density). On the other hand, in electronics or medicine

where the emphasis is on diagnosis, the independent variables (i.e.,

symptoms) are typically effects caused by the dependent variables

(i.e., faults or diseases). In some domains, such as botany, there

is no causality in either direction. What functions as a dependent

variable is merely what one tries to make predictions about in the

real world.

DATA ANALYZED

The dialogues we have analyzed range over a variety of domains

and situations. Some are with individual students and some with

groups of students. The students range in age from preschoolers to

adults. In some cases the teacher has a well-worked out plan as to

where the dialogue will go, whereas in others the teacher does not.

We can illustrate the variety by describing briefly each of the

dialogues we have analyzed.

-10-
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Table 2 lists the dialogues we have analyzed most recently.

The Meno dialogue by Plato (1924) operates as a case method on two

levels. On one level Socrates tries to convince Meno that all ideas

are innate by demonstrating that a slave boy "knows" a square with

sides VFT units long is twice as large as a square with sides 1 unit

long. On the second level Socrates gets the slave boy to figure out

the area by considering different possible constructions. Socrates

frequently uses entrapment strategies getting the slave boy to make

a wrong hypothesis and then tracing the consequences of the

hypothesis until the slave boy sees the contradiction. Socrates'

purpose is not entirely pedagogical and therefore there is very

little problem solving or discovery by Meno or the slave boy.

Insert Table 2 here

Another transcript is from a film series showing Max Beberman,

a famous math teacher, teaching junior-high students. In the

transcript Beberman starts out by giving students problems to work

that involve a complicated procedure for computing the sum of real

numbers. The procedure involves going right on a piece of graph

paper the distance corresponding to any positive number being added,

and left for any negative number. Students quickly start using a

shortcut; they add the positive numbers together, the negative

numbers together, and take the difference. That is they learn a

j generalized procedure for adding real numbers. Later Beberman tried

to get the students to formulate the rules for addition of real

-11-
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Table 2

Dialogues Analyzed with Cases,

Independent and Dependent Variables Specified

1. Socrates with slave boy in Meno dialogue

(C=square with twice area; IV=length of sides and diagonal;

DV=area of square)

2. Beberman with junior high students on addition of real numbers

(C=problems; IV=numbers, directions; DV=answers)

3. Anderson with junior high girl on the distributive law in

arithmetic

(C=problems; IV=numbers, operators, order, sum; DV=answers)

4. Warman with pre-schoolers on who can play with blocks

(C=situation; IV=girls and boys rights, actions, amount of

playtime; DV=fairness)

5. Warman with pre-schoolers on morality of characters in Peter

Pan

(C=characters; IV=actions and motives of characters;

DV=morality)

6. Schank with graduate students on planning (3 phases)

(C=real world goals; IV=properties of actions and motives;

DV=plans vs. nonplans)

(C=same; IV=same; DV=primitive types of plans)

(C=same; IV=primitive types of plans; DV=complicated plan)

I
I
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numbers as shown in this short excerpt: (The excerpts are annotated

with the goals and strategies explained later.)

T: I want to state a rule here which would tell somebody how to

add negative numbers if they didn't know how to do it before.

Christine? (Ask for rule formulation.)

S: The absolute value--well--a-plus b equals uh--negative--

T: Yes, what do we do when we try to do a problem like that?

Christine is on the right track. (Reward rule formulation.)

What do you actually do? Go ahead, Christine. (Ask for rule

formulation.)

S: You add the numbers of arithmet.'c 5 and 7, and then you --

T: I add the numbers of arithmetic 5 and 7; but how do I get the

numbers of arithmetic when I'm talking with pronumerals like

this? (Ask for generalization of factors.)

S: Well, you can substitute.

T: But I don't want to talk about any special cases now; I want

to talk about all the cases at once. (Ask for generalization

of factors.)

What we see Beberman doing is creating a situation where students

working problems will induce an abstract rule for addition of real

numbers.

The third transcript we analyzed shows Professor Richard

Anderson of the University of Illinois teaching a junior-high girl

to induce the distributive law in arithmetic. It parallels the

Beberman transcript in that a series of problems is given in order

I
-12-
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to get the student to induce a general rule. Anderson carefully

selected problems to make the distributive law apparent. Some of

this can be seen in the following excerpt from near the beginning of

the dialogue: (numbers are written on the board)

T: OK. Close your eyes. 7 x 6 + 3 x 6 = . Now. (Pick

differentiation exemplar for first factor. Ask for prediction

of dependent variable.)

S: 60.

T: OK. Close your eyes. 7 x 12 + 3 x 12 = . Open 'em up.

(Pick differentiation exemplar for first factor. Ask for

prediction of dependent variable.)

S: (Goes off to side to work each part.)

T: Emmm.

S: No?

T: That's all right. You can do that. But you're still doing it

the hard way, Margie. (Punish lack of rule formulation.)

S: 120.

T: Now look for a second at the problems that are up on the

board. Don't say anything. But just look at all of the

problems and the answers and see if you see anything

interesting. Don't tell me if you do, but just look.

(Suppress rule verbalization.) Look at the problems and the

answers. (Ask for rule formulation.)

Anderson picked his cases so that the pattern was obvious; the

numbers that are added sum to 10 so that the multiplicative factor

(6 in the first case, 12 in the second) shows up as the significant

1
-13-
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digits in the answer. Anderson later varies the particular digits

(6 + 4 instead of 7 + 3) and then their sum as well, until the

student formulates the distributive law in its most general form.

The dialogue mainly illustrates how case selection can be used to

force generalization.

The two transcripts with Eloise Warman show how similar

techniques can be applied to teaching moral education. Warman in

the first dialogue tries to get a group of preschoolers to formulate

a new rule in the classroom for allocating the toy blocks to the

boys (B) and girls (G). In the second dialogue she tries to get the

children to evaluate the morality of the different characters in the

play, Peter Pan, which they just saw. Two excerpts, one from the

very beginning of the first dialogue (which states the problem) and

one from near the end (which gives the new rule), illustrate her

techniques:

T: The problem is that the girls say the boys never let them play

with blocks. (Establish rule formulation goal. Subgoal have

kids formulate rule. Point out insufficiency of factors in

current rule.) But what do you think about this boys, that

the girls play with legos and you can't play with legos?

(Hypothetical case construction for insufficient factors. Ask

if rule is correct or incorrect - i.e., fair or not.)

G: I think it should be the teachers.

1
-14-
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T: But why just the teachers? (Ask for questioning of

authority.) It doesn't seem to work. We had an idea. We've

been trying. (Point out insufficiency of factors in rule.)

B: I've got one idea.

T: Oh, Gregg's got a good idea. (Reward rule formulation.)

B: The girls can play with the big blocks only on 2 days.

T: Hey, listen we come to school 4 days a week. If the girls

play with the big blocks on 2 days that gives the boys 2 other

days to play with blocks. Does that sound fair? (Restate

rule. Ask if rule is correct or incorrect - i.e., fair or

not.)

G: Yea! Yea!

The initial segment shows Warman's statement of her overall goal te

formulate a new rule for allocating blocks. She then suggests the

kind of hypothetical case she uses frequently where she proposes a

situation with the opposite value as to who gets the advantage, and

asks the group who had the advantage whether they think that is

fair. The second segment illustrates how she encourages kids to

verbalize their ideas and to question authority. She even manages

to entice a fairer rule out of one of the boys in the class.

Another transcript we analyzed is based on a class in

Artificial Intelligence taught by Professor Roger Schank at Yale.

There were three phases to the class session: in the first phase the

goal was to specify what features define a plan; in the second phase

the goal was to define a taxonomy of basic plan types with respect

to the definition in the first phase; in the third phase the goal

i -15-
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was to analyze a real world plan in terms of the taxonomy. The

excerpt below from the first phase illustrates the establishment of

the initial goal and two of the definitions (i.e., rules in our

terms) formulated by the students:

T: It's not an unreasonable question to ask how new plans might

arise, but it's not the right time to ask it. The first

thing to ask is what's a plan? (Establish goal: Identify

factors necessary for something to be a plan. Strategy: Ask

for rule formulation.)

Sl: A means for getting to some desired state.

T: Anyone else? (Ask if rule is correct or incorrect or for

formulation of another rule.)

S2: They're heuristics which people learn to use to deal with

certain types of situations.

The two excerpts below from the second phase illustrate the

establishment of the goal of characterizing different plan types and

one of Schank's many attempts to get the students to question

authority. In this phase the student's task is to form a disjoint

set of basic plan types: in our terms this is a set of sufficient

factors joined by "or" links.

T: I'm going to make you classify again. What kinds of plans

are there? (Establish goal: Identify possible plan types.

Strategy: Ask for sufficient factors.) Unless you would

like to change the definition the only thing I'm going to let

you answer is types of means. (Point out irrelevant

j factors.)

-16-i



S2: Plans to establish social control over something.

T: The two of you are agreeing that everything from the book is

gospel. (Point out factors are same as authority's.) It's

all right. Give me something new -- I wrote those -- invent

something. (Ask for questioning of authority. Ask for

sufficient factors.)

S2: Plans to establish conversational offensive over one's

dialogue.

T: Let's just call it conversation plans. (Restate factor.)

OK? What else? (Ask for sufficient factors.)

S2: How about plans to manipulate objects?

Si: Plans to manipulate people.

Many of the individual strategies in the Schank dialogue, such as

encouraging verbalization and questioning of authority, parallel the

strategies in the Warman dialogues. This is probably because both

place heavy emphasis on teaching the students to formulate their own

rules or theories for dealing with novel problems.

Table 3 lists the dialogues that we analyzed in earlier papers

(Collins, 1977; Stevens and Collins, 1977). These ranged across

geography, medicine, moral education, and letter identification.

The theory presented here incorporates the goals and strategies

identified in these earlier analyses, though in some cases the names

of specific strategies have been changed to fit the more general

structure imposed upon the theory in this paper.

1
-17-
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Insert Table 3 here

THE THEORY

Goals of Teachers

There is a progression shown in Table 4 among the goals that

different teachers pursue. The first most basic goal is to teach

students the facts and concepts that comprise a domain of knowledge.

We analyzed dialogues of this kind in an earlier paper (Collins, et

al. 1975b), but none of the dialogues discussed in this paper are of

this kind. A second higher level goal is to teach students a

particular rule or theory underlying a domain of facts and concepts.

This kind of goal was evident in the Beberman, Anderson, Socrates,

Stevens and Collins, and Swets and Feurzeig dialogues. The third

and highest-level goal is to teach students how to derive a new

theory for a domain of knowledge. This differs from the second goal

in that the teacher has no a priori expectation of what the

to-be-derived theory is, rather the teacher has an idea about what

constraints the theory must satisfy. This kind of goal is evident

in the Warman and Schank dialogues.

Insert Table 4 here

-18-I
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1 Table 3

Dialogues Analyzed Earlier with Cases,

I Independent and Dependent Variables Specified

1 1. Anderson with hypothetical college student on factors

affecting temperature

(C=places; IV=latitude, distance from sea; DV=temperature)

2. Anderson with hypothetical college student on morality of

draft resistance

(C=draft resistors and American revolutionaries; IV=acts,

motives; DV=morality)

3. Stevens and Collins with secretaries and high school students

on factors affecting rainfall

(C=places; IV=currents, evaporation, cooling; DV=rainfall)

j4. Collins with secretary and scientist on where different grains

are grown

I(C=places; IV=climate, soil, water, terrain; DV=rice, wheat)

5. Collins with secretary and scientist on population density

(C=places; IV=climate, products, transportation;

1 DV=population density)

6. Swets and Feurzeig with hypothetical medical student on

diagnosing disease

(C=medical case; IV=symptoms, history; DV=disease)

7. Swets and Feurzeig with hypothetical student on identifying

letters

(C=letters; IV=letter features; DV=letter names)

ILI . . . . . I 1 1 I II . . . . .I . . I . .. .. .



Table 4

Goals of Teachers

1. Teach facts and concepts about a domain.

2. Teach a particular rule or theory for a domain.

a. Derive correct rule or theory.

b. Debug incorrect rules or theories.

c. Learn to make predictions from the rule or theory.

3. Teach how to derive a rule or theory for a domain.

a. Learn what questions to ask to construct a rule or

theory.

b. Learn the nature of a rule or theory.

c. Learn how to test a rule or theory.

I
1
I



The goal of teaching a particular rule or theory has associated

with it three basic subgoals:

1) The major subgoal is for the student to analyze different

cases in order to derive the rule or theory that the teacher

has in mind. For example, in arithmetic Beberman tried to

get students to derive the rule for addition of real

numbers, and Anderson the distributive law. In geography

Anderson tried to get the student to understand how

distance-from-ocean affects temperature, and Stevens and

Collins tried to get students to build a first-order theory

of the factors affecting rainfall. The case selection,

questioning, and commenting strategies shown later in Tables

5 and 9, are the principal strategies used to teach a

particular theory.

2) Along with trying to teach a particular rule or theory,

teachers often try to elicit and "debug" incorrect rules or

theories. The teachers want the student to confront

incorrect hypotheses during learning, so that they won't

fall into the same traps later. This kind of goal is

evident in Socrates' dialogues where he often traces the

consequences of his student's hypothesis down to a

contradiction, and in Anderson's dialogues on geography and

moral education where he entraps students into revealing

their misconceptions. The entrapment, the counterexample,

and the hypothetical case construction strategies shown in

Tables 5 and 7 are particularly important to debugging

incorrect hypotheses.

-19-
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3) Another goal that frequently pairs with teaching a given

rule or theory is teaching how to make novel predictions

based on the rule or theory. Simply knowing the structure

of a theory is not enough; one must be able to operate on

the structure to deal with new problems. For example,

Anderson in mathematics gives harder and harder problems for

the student to predict the answer, Stevens and Collins in

geography start with cases that exemplify first-order

factors and gradually move to more difficult cases to

predict, Warman tries to get her preschoolers to predict

what will happen under different rules, and Swets and

Feurzeig are trying to get students to diagnose novel cases.

The case selection strategies and prediction strategies

shown in Tables 5 and 9 are crucial to teaching students how

to deal with new cases.

0When teachers try to teach students how to derive a novel

theory, there are again three kinds of subgoals that come into play:

1) The most important subgoal is to teach students what

questions to ask in order to derive a new rule or theory on

j their own. For example, Warman teaches her students to

evaluate any rule by how fair it is, Schank is trying to get

students to construct a theory by asking particular kinds of

questions in a specific order, and Swets and Feurzeig in

medical diagnosis emphasize considering different diagnoses

before reaching a conclusion. The suggestion strategies

and the rule evaluation strategies in Table 9 are

particularly relevant to these goals.
-20-I



2) A second subgoal that probably underlies many of the

dialogues, but which is most evident in Schank's dialogue,

is to teach students what form a rule or theory should take.

In Schank's case, the structure of a theory is a set of

primitive elements, serving a role similar to the basic

elements in chemistry. Beberman in the segment shown was

teaching students the form of arithmetic rules, where

variables replace numbers in order to be general. Stevens'

and Collins' notion of a theory of rainfall was a

hierarchically-organized, process theory. Individual

strategies seem to be only rarely tied to this goal;

rather, the principal method for obtaining this goal is to

get the students to construct different rules or theories of

the idealized type.

3) Occasionally in the dialogues the teachers pursue a goal of

teaching students how to evaluate a rule or theory that has

been constructed. For example, Anderson in teaching about

the factors affecting temperature tried to get the student

to learn how to control one factor while testing for

another. Schank, after his students had specified a set of

primitive plan types, tried to get them to test their theory

by applying it to a real world plan (i.e., becoming

president). The strategies teachers use are specific to the

kind of evaluation methods being taught.

j Finally, it was a clear goal of both Warman and Schank to get

their students to verbalize and defend their rules or theories.

-
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This goal is clearly at a different level from the other kinds of

goals described, and operates concurrently with the other top-level

goals. For example, it is clear why Warman's children were always

interrupting to give their ideas: she was constantly encouraging

and rewarding them for joining in. Similarly, Schank tries to get

each student in the class to either offer their own ideas, adopt one

of the other's ideas, criticize one of the other's ideas, etc. Both

stress the questioning of authority in their dialogues as a means to

push students to formulate their own ideas. The strategies for

encouraging verbalization in Table 9 serve this goal.

These are the top-level goals and subgoals we have been able to

identify so far. In pursuing these goals, teachers adopt

lower-level subgoals of identifying particular omissions or

misconceptions and debugging them (Stevens and Collins, 1977). Thus

these top-level goals spawn lower-level subgoals that drive the

dialogue more locally. This will be discussed more fully in the

section on control structure.

Strategies for Selecting Cases, Questions and Comments

Looking at the fine structure of the dialogues one sees

recurring patterns of strategies in selecting cases, asking

questions, and making comments. We have tried to characterize the

individual strategies that occur in terms of condition-action pairs

or productions (Collins, 1977; Newell and Simon, 1972). To do so,

we specify the conditions that trigger each strategy to be invoked,

and the actions that the teacher takes when the strategy is invoked.

-
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When the action taken is to ask a question or make a comment,

the surface form of the question or comment can vary quite widely.

For example, in asking for prior factors a teacher might say: "Why

do they grow rice in Louisiana?" or "What makes it possible to grow

rice there?" or simply "Why?", depending on the context. Despite

the large number of possible surface forms, at a deeper level a

single questioning strategy is being applied.

The condition-action pairs for each of the strategies, together

with examples of each are shown in the Appendix. It is impossible

to get a feel for the theory without wading through some portion of

the Appendix.

Case Selection Strategies: Much of the art of effective

teacning centers around the selection of the best cases. By looking

at the various dialogues, we have formed an initial theory about the

principles governing teachers' selection of cases.

Table 5 shows the different types of case selection strategies.

There are four basic types: picking positive and negative exemplars

for particular factors, picking comparison cases with respect to

previous cases selected, picking counterexamples, and constructing

hypothetical cases for particular types of misconceptions. We will

describe each of the strategies with reference to an example.

IInsert Table 5 here

1
I
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Table 5

Different Types of Case Selection Strategies

Positive and Negative Exemplars

Pick a positive exemplar for a set of factors

Pick a negative exemplar for a set of factors

Pick a positive exemplar for a sufficient factor (a near hit)

Pick a negative exemplar for a necessary factor (a near miss)

Comparison Cases

Pick a generalization exemplar for a factor (a maximal pair)

Pick a differentiation exemplar for a factor (a minimal pair)

Pick an exemplar to show the variability of a factor

Pick an exemplar to show the variability of the dependent

variable

Counterexamples

Pick a counterexample for insufficient factors

Pick a counterexample for unnecessary factors

Pick a counterexample for irrelevant factors

Pick a counterexample for incorrect values of factors

Hypothetical Casesi
Construct a hypothetical case for insufficient factors

Construct a hypothetical case for unnecessary factors

Construct a hypothetical case for irrelevant factors

Construct a hypothetical case for incorrect values of factors

I
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The first two case selection strategies involve the selection

of paradigm cases to exemplify a set of factors. For example, if

the teacher wants to illustrate the factors that lead to different

amounts of rainfall in different places, he or she will start with

"good" exemplars: either positive like the Amazon or Oregon, or

negative like the Sahara Desert or Southern California. These are

good exemplars because the values on all the relevant factors are

consistent with the value on the dependent variable: i.e., the

Amazon has all the factors that lead to heavy rainfall, and the

Sahara all the factors that lead to little rainfall. Cases like the

Eastern United States are not clear-cut, and are not chosen as

paradigm cases.

The next two strategies also involve selection of positive or

negative exemplars, but with respect to a single factor. They are

used if the teacher wants to focus the student on a particular

factor not yet identified. If the factor is sufficient (i.e., is

"ored" with other factors) as irrigation is a sufficient source of

water for growing rice, then the teacher would choose a positive

exemplar. For example, to get a student to identify irrigation, as

* a factor, the teacher would choose a case like Egypt where

irrigation is used for growing rice. If the factor is necessary

(i.e., is "anded" with other factor) as is warm temperature foL

growing rice, then a negative exemplar would be chosen (this is the

4 near miss" strategy of Winston, 1973). For example, the teacher

might choose Alaska as an exemplar in order to get the student to

notice warm temperature is necessary for growing rice. Positive

i
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exemplars are used with sufficient factors because negative

exemplars require that all the sufficient factors be missing, and so

do not emphasize a particular factor. Similarly, negative exemplars

are used with necessary factors, because positive exemplars require

that all the necessary factors be present, and so do not emphasize a

particular factor.

The second group of four strategies specify the selection of

cases with respect to previous cases. These strategies are best

understood in terms of a set of factors the teacher is focussing on

and a set of other factors (often irrelevant factors) the teacher is

not focussing on. In picking a generalization exemplar, the teacher

holds constant the values of the dependent variable and of the

factors in focus while varying as many other factors as possible.

For example, if the teacher had chosen the Amazon as a positive

exemplar for the factors leading to heavy rainfall, as a

generalization the teacher might pick Oregon which varies a number

of irrelevant factors (latitude, wind, direction) but holds the

relevant factors constant. To pick a differentiation exemplar, the

teacher tries to hold as many of the non-focused factors constant,

• while varying the values of focused factors and the dependent

variable. For example, in order to teach the distributive law

Anderson would hold all the other variables constant while he

systematically varied the number that functioned as a multiplier

(see p. 11) together with the answer. This latter strategy is the

minimal pair strategy used in linguistics (e.g., Gleason 1965). In

contrast the generalization strategy is a maximal pair strategy.
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I The next two strategies are used by teachers to illustrate to

students the effects of varying the dependent variable or the

factors that are in focus. In order to show the variability of a

factor the strategy is to pick a case where the dependent variable

(and other factors) are held constant while the factor in focus

varies. For example, to show the effect of temperature on rice

growing, a teacher might pick Japan after considering Java, because

they show the range of temperature over which rice is grown. To

show the variability of the dependent variable with respect to a

particular factor the teacher will select a case where the factor in

focus is held constant while other factors and the dependent

variable vary. For example, to show the variance in temperature

near the equator, the teacher might move from the Congolese jungle

to the peak of Kilimanjaro. Picking cases to show the range of

variability is important in domains, such as medicine, where

Istudents must learn to distinguish cases that initially appear the

same and group cases that initially appear different.

There are four types of counterexample

strategies: counterexamples for insufficient factors,

counterexamples for unnecessary factors, counterexamples for

irrelevant factors, and counterexamples for the wrong value of a

I factor. We can give examples for each of the four counterexample

strategies. If a student says they grow rice in Louisiana because

there is lots of rain (which is insufficient), one can pick Oregon

where there is lots of rain but no rice. If a student says they

don't grow rice in Oregon because it lacks a flat terrain (which is
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unnecessary), one can pick Japan which is also mountainous, but

produces rice. If a student asserts rice is grown in Japan because

3 they are Oriental (which is irrelevant by the theory in Fig. 1), one

can pick Mongolia or Louisiana as counterexamples. If a student

3 asserts that a cool climate is needed for rice growing (which is the

wrong value), one can pick Java and Alaska as counterexamples.

The hypothetical case construction strategies are triggered by

the same four situations as the counterexamples. If a student

thought rice couldn't be grown in Wyoming because it is too dry

(which is insufficient because it is also too cold), the teacher

could ask "Suppose that it rained a lot in Wyoming, do you think

they could grow rice then?" If a student said they grow rice in

I Louisiana because it rains a lot (which is unnecessary since they

could use the Mississippi River for irrigation), one could ask if

'they could still grow rice if it did not rain a lot. Similar kinds

3 of cases cari be constructed if the student gives an irrelevant

factor or the wrong value for a factor by presupposing what is not

3 true to be true.

3
Insert Table 6 here'I

I Table 6 illustrates what the condition-action pair looks like

for one of the Case-selection strategies: in particular, the

counterexample for insufficient factors. There are three conditions

3 where the rule might be triggered: (1) the student proposes a rule
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I Table 6

I A Condition-Action Pair for a Case Selection Strategy

I Counterexample for Insufficient Factors

If (1) a student proposes a rule or makes a prediction based on

one or more factors that are insufficient, or

(2) is entrapped by a rule based on one or more factors that

are insufficient,

then (3) pick a case that has the values specified on the

insufficient factors, but not the values specified on the

dependent variable.

EXAMPLE (from Collins on factors affecting grain growing)

I T. Why? (i.e., why do they grow rice in Louisiana)

1 S. Places where there is a lot of water. I think rice requires

the ability to selectively flood fields.

J T. OK. Do you think there's a lot of rice in say Washington

and Oregon? (T selects a case where there is a lot of water

I but no rice; this counterexample then led the student to

consider climate and terrain).

1

I
I
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I based on insufficient factors, (2) makes a prediction based on

insufficient factors, or (3) is entrapped by a rule based on

insufficient factors (see Table 7). If any of these conditions is

met, a new case can be selected (if there is one) that has the

conditions specified in the "then" statement. The example shown is

T, from an actual dialogue on grain-growirg (Collins, 1977).

Entrapment Strategies. Teachers use a variety of strategies to

entrap students into revealing their misconceptions about a domain.

Some of these misconceptions exist prior to the teacher's inquiry,

but some are in fact provoked by the inquiry. Bringing out the

misconceptions allows teachers to correct them directly. In this

way teachers can act to prevent misconceptions from arising in

future situations where the student is on his own. Some teachers

1 shy away from using entrapment strategies, perhaps for fear of

1 forcing students into mistakes they might not otherwise make. But

if there's no stigma attached to making mistakes, then bringing

J latent misconceptions into the open can provide a much deeper

understanding of the domain.I
The entrapment strategies form a two dimensional space shown in

JTable 7. Like the counterexample strategies, there are four kinds

of entrapment with respect to (1) insufficient factors, (2)

I unnecessary factors, (3) irrelevant factors, and (4) incorrect

j values of factors. Orthogonal to this breakdown are the entrapments

formed by proposing a rule, by proposing a prediction about the

dependent variable, or by proposing a set of factors. We will give

examples to illustrate the different types of entrapment strategies.
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Insert Table 7 here

Entrapment rules are formed when the teacher proposes a general

rule based on some set of factors. For example, an entrapment rule

for insufficient factors occurs if a student thinks they grow rice

in Louisiana because it rains a lot and the teacher suggests "Can

you grow rice anywhere there is a lot of rain?" An entrapment rule

for unnecessary factors occurs if the teacher suggests "Do you

always need a lot of rain to grow rice?" General rules of either of

these kinds can also be constructed if the student mentions an

irrelevant factor or gives an incorrect value for a factor.

Entrapment into a prediction occurs when the teacher asks for a

prediction based on factors that are likely to lead to an incorrect

prediction. For example. the teacher might elicit a prediction

based on insufficient factors that they gr-w rice in Southern

Florida because it is warm and moist (even though it doesn't produce

rice). The teacher might elicit a prediction based on unnecessary

factors that they do not grow rice in Egypt because it is quite dry

(even though it does produce rice). Similarly incorrect predictions

of either type can be elicited for irrelevant factors or incorrect

values of factors.

Entrapment based on factors occurs when the teacher asks if

particular values of factors are consistent with or support a

particular value of the dependent variable. For example, entrapment
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Table 7

Different Types of Entrapment Strategies

Entrapment on Rules

Rule based on insufficient factors

Rule based on unnecessary factors

Rule based on irrelevant factors

Rule based on incorrect values of factors

Entrapment on Predictions

Prediction based on insufficient factors

Prediction based on unnecessary factors

Prediction based on irrelevant factors

Prediction based on incorrect values of factors

Entrapment on Factors

Entrapment based on insufficient factors

Entrapment based on unnecessary factors

Entrapment based on irrelevant factors

Entrapment based on incorrect values of factors

1
I
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on insufficient factors might occur if a teacher asks whether the

warm climate and flat terrain in Florida accounts for their failure

to grow rice there. Entrapment on unnecessary factors might occur

if a teacher asks whether the lack of rainfall is consistent with

their growing rice in Egypt. Similar kinds of entrapments can be

constructed for irrelevant factors and incorrect values of factors.

Insert Table 8 about here

Table 8 shows the condition-action pair for an entrapment based

on irrelevant factors. There are two conditions together that

trigger the use of such a strategy: if a particular value of the

dependent variable is being considered, and there are irrelevant

factors that the student might consider relevant. The action taken

is to question whether the irrelevant factors are consistent with or

support the particular value of the dependent variable being

considered. The example shown is from a medical dialogue given in

Swets and Feurzeig (1965).

Identification and Evaluation Strategies. There is a large

variety of strategies for trying to get students to identify and

evaluate different cases, factors, rules, and predictions. We have

identified a dimensionalized space of strategies teachers use for

questioning students and commenting on their answers. Our proposed
4

space of strategies is shown in Table 9.
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Table 8

A Condition-Action Pair for an Entrapment Strategy

Entrapment based on irrelevant factors

If (1) a particular value of the dependent variable is being

considered for a case,-oand

(2) there are one or more irrelevant factors that a student

might consider relevant,

then (3) ask if the values of the irrelevant factors are

consistent with the value of the dependent variable.

EXAMPLE (from Swets and Feurzeig on medical diagnosis)

T. Pleural pain, dyspnea, fever, and the physical exam signs

are certainly consistent with pulmonary infarction. (Point

out correct values of factors) Do you think that shaking

chills and the presence of rusty sputum further supports

this diagnosis? (Entrapment based on irrelevant factors)

S. No. (Student resists entrapment)

T. Right.



Insert Table 9 about here

The two major dimensions in Table 9 are the type of strategy

(identification strategies vs. evaluation strategies) and the

object the strategy is applied to (either a dependent variable,

rule, factor, or case). The table collapses three different kinds

of identification and evaluation strategies:

1. Questioning strategies: Ask for or Ask if.

2. Suggesting strategies: Suggest

3. Commenting strategies: Point out.

The table is presented in terms of the questioning strategies:

i.e., ask for or ask if. But each rule in Table 9 can occur in the

two other forms obtained by replacing Ask by Suggest or Point out.

The suggestion form of each rule occurs when the teacher does not

try to elicit the information from the student, but instead proposes

a factor or a value of the dependent variable for the student to

consider, without telling the student whether the proposed

information is correct or not. The comment form of each rule occurs

when the teacher simply tells the student what the correct

information is. In inquiry dialogues the question form of each rule

is most common, but the other two forms do occur sometimes: the

suggestion form when the teacher wants students to think

j hypothetically, and the comment form when the teacher doesn't think

the student can generate the information.
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Table 9

Identification Strategies Evaluation Strategies

Dependent Variables

Ask for value of dependent Ask if a value of dependent

variable variable is correct or incorrect

Rules

Ask for the formulation of Ask if a rule is correct

a rule or incorrect

Ask for the formulation of Ask if a rule is the same or

an alternative rule different from another rule

Factors

Ask for sufficient factors Ask if factors are

sufficient or insufficient

Ask for necessary factors Ask if factors are

necessary or unnecessary

Ask for relevant factors Ask if factors are

relevant or irrelevant

Ask for values of factors Ask if the values of factors

are correct or incorrect

Ask for prior steps Ask if a step is a prior step

Ask for intermediate steps Ask if a step is an intermediate

step

Ask for subsequent steps Ask if a step is a subsequent step

1
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Ask for similarities in Ask if similar cases are

I factors for similar cases the same on given factors

Ask for differences in Ask if similar cases are

factors for similar cases different on given factors

Ask for similarities in Ask if dissimilar cases are

factors for dissimilar cases the same on given factors

Ask for differences in Ask if dissimilar cases are

factors for dissimilar cases different on given factors

Cases

Ask for a case with a given

value on the dependent variable

Ask for a case with given

i values on some factors

Ask for a case with given

values on some factors and

on the dependent variable

I

1
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I
3 In dialogues where the teachers are trying to encourage

verbalization, such as those of Warman and Schank, two other forms

3 of the identification rules occur: rewarding strategies and

reformulating strategies. There is frequently a rewarding of the

student when they formulate a rule, identify a factor or case, or

make a correct prediction about the dependent variable. In Warman's

case she rewards the students by telling them they have has a good

idea, and then either repeating or reformulating what they said.

Reformulation also occurs in situations where the student's

I statement is underspecified; e.g., the values of factors are

implicit rather than explicit. In one case, we have seen a teacher

use a negative reward strategy, by pointing out that the student was

3 failing to formulate a general rule. But much more commonly the

teachers stayed with positive rewards and reformulations.I
Within the object dimension there are a number of

I subclassifications we will describe. In identifying and evaluating

different factors, there are three different subgroups. The first

subgroup repeats the pattern found among the counterexample and

3 entrapment strategies: i.e., there are questions about sufficient

factors, necessary factors, relevant factors and the values of

3 factors. This pattern reflects the logical relations among

different factors.I
The second subgroup derives from the structure of logical

chains (see Figure 1). Questions can be posed to elicit steps prior

to some node in the chain, steps intermediate between two nodes, and

steps subsequent to some node in the chain. These strategies
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usually occur when the teacher is probing for a causal chain linking

together different factors, but can occur when a teacher, such as

Socrates, traces a logical chain to the point where the students see

a contradiction between the implications of what they said and what

they believe.

The third subgroup of strategies arises out of situations where

the teacher has selected two cases and asks for a comparison of

factors. These strategies correspond to the case comparison

strategies in Table 5. If the two cases have the same value on the

dependent variable, then asking for similarities forces the student

to abstract the sufficient factors leading to the value of the

dependent variable (i.e., generalization). Asking for differences

in this situation forces the student to notice what factors do not

change with the dependent variable (i.e., are unnecessary). If the

two cases differ on the dependent variable, asking for differences

j forces the student to abstract the necessary factors that lead to

changes in the dependent variable (i.e.,differentiation). Asking

for similarities in this situation forces the student to notice what

factors do not change given a change in the dependent variable

(i.e., are insufficient). Thus these strategies allow the teacher

to focus the student on different necessary and sufficient factors.

There are three different strategies for asking the student to

identify a given case. These derive from distinctions between thp

dependent variables, the factors, and the rules relating factors to

the dependent variable. Thus you can ask a student to identify a

I case with a given value of the dependent variable, a case with given
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values of particular factors, or a case with given values both for

particular factors and the dependent variable. There are no

evaluation stragegies corresponding to the identification strategies

for cases. This is because they are redundant with other evaluation

strategies. For example, the evaluation strategy that would

correspond to the first case identification strategy is the same as

the evaluation strategy "Ask if a value of the dependent variable is

correct or incorrect". The redundancy occurs because the strategies

for dependent variables, rules and factors all assume a case has

been specified.

Insert Table 10 about here

Tables 10 and 11 show the condition-action pairs for two of the

strategies in Table 9. The first shows an identification strategy,

"Ask for intermediate steps". This can be elicited whenever a

student specifies two non-adjacent steps in a causal chain. In the

question form of the rule the teacher then asks for the intermediate

steps, but alternatively the teacher might suggest or point out the

intermediate step. The example shown is from Stevens and Collins

(1977) where the tutor was teaching the factors that lead to heavy

rainfall in Oregon and the student left out an intermediate step in

the tutor's causal model.

I-
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Table 10

A Condition-Action Pair for an Identification Strategy

Ask for intermediate steps

If (1) two steps in a causal chain or procedure that are not

adjacent have been identified,

then (2) ask the student to identify the intermediate steps.

EXAMPLE (from Stevens and Collins on causes of rainfall)

S. When the moisture laden air reaches the mountains it is

forced to rise and consequently the air cools? causing

rainfall, no?

T. Why does cooling cause rainfall? (Ask for intermediate

steps)

I
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Insert Table 11 here

Table 11 shows the commenting version of the evaluation

strategy, "Ask if a set of factors is sufficient or insufficient".

This variant can be triggered either by the student making a

prediction based on insufficient factors or by asserting that a set

of factors is sufficient. In this variant the teacher points out

that the set of factors is insufficient. The example shown is from

Swets and Feurzeig (1965) where the student's task was to identify a

letter from a set of features. When the student made a prediction

based on insufficient data, the tutor pointed out the insufficiency.

Tables 5, 7 and 9 then summarize the set of strategies (155 in

total counting all the variants) that follow from the structure we

have developed. But these do not cover what teachers do

exhaustively. They cover about 80% to 90% of the teacher's

statements in the dialogues we have analyzed. "here are other

things that teachers do, such as getting students to test

hypotheses, or to question authority, that are not incorporated in

this space of strategies. Nevertheless, this taxonomy captures a

very large part of what the teachers we have studied are doing at

the local level in order to carry on a dialogue with their students.

Dialogue Control Structure

The control structure that the teacher uses to allocate time

between different goals and subgoals may be the most crucial aspect
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Table 11

A Condition-Action Pair for an Evaluation Strategy

Point out factors are insufficient

If (1) a student makes a prediction about the value of the

dependent variable based on a set of factors that are

insufficient, or

(2) asserts that a set of insufficient factors is

sufficient,

then (3) point out that the set of factors is insufficient.

EXAMPLE (from Swets and Feurzeig on identifying a letter)

T. Start when ready. (The student must guess a letter from its

features.)

S. Curves?

T. One.

S. Loose ends?

T. Two.

S. Obliques?

T. Zero.

S. C.

T. You don't have enough information yet to get the riqht

answer. (Point out a set of factors is insufficient) How do

you know it isn't J, for example? (Suggest a value of the

dependent variable)

z4



of effective teaching. An earlier attempt at a theory of the

control structure was developed in Stevens and Collins (1977). That

theory was based on protocols taken from teachers while they were

teaching over linked computer terminals. The four basic parts of

the control-structure theory are: (1) an agenda for keeping track

of different goals and subgoals, (2) a set of priority rules for

adding goals and subgoals to the agenda, (3) a set of strategies for

selecting cases with respect to the high-level goals, and (4) the

teacher's model of the student.

The Agenda. As we have argued elsewhere (Collins, Warnock and

Passafiume, 1975b), the agenda that guides teachers in their

selection of topics is not prespecified, except in terms of a few

global goals. For the most part the agenda is constructed as the

dialogue progresses on the basis of the responses of the student,

the high-level goals of the teachers, and the previous topics

discussed in the dialogue. We will try to describe briefly how this

complex interweaving occurs, though it is described in more detail

in the earlier paper.

The high-level goals of the teacher are the topics specified on

the agenda before any dialogue occurs. In Schank's dialogue, there

appear to be three top-level goals which manifest themselves as

phases of the dialogues: to define what a plan is, to specify the

primitive types of possible plans in terms of the definition, and to

analyze cases of planning in terms of the primitive types. These

three goals in turn derive from Schank's top-level goal of teaching

students how to construct theories: they are the subgoals
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instrumental to that goal. A similar agenda occurs in the Anderson

dialogue on factors affecting average temperature: the first phase

of the dialogue was directed toward getting the student to form the

hypothesis that distance-from-the-ocean affects temperature, and the

second phase related to how the student could test the hypothesis.

Similarly these two goals derive from Anderson's top-level goal to

teach theory construction. In many of the dialogues there is only

one phase (as in the Warman dialogues or the Stevens and Collins

dialogues), but there is always some high-level goal driving the

dialogue.

These high-level goals guide the selection of cases (see

section below on global strategies for case selection) and the

generation of specific questions to probe for predictions, factors,

and rules (usually in that order) about the cases selected.

Students' responses to these questions in turn spawn local subgoals

to diagnose and correct the misconceptions and omissions revealed by

them (Stevens and Collins, 1977). These subgoals are then added to

the agenda according to a set of priorities given in the next

section.

We can illustrate the way the agenda works most clearly with

reference to a dialogue given in the Stevens and Collins paper. The

dialogue was on the subject of what factors lead to rainfall in

different places, and the case selected was a paradigm case of heavy

3 rainfall, namely the Oregon coast. The teacher first asked for the

student's prediction, and went on to ask about the causal factors

leading to heavy rainfall in Oregon. In one response the student
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made a guess based on what she had learned about the Amazon, "Does

the air (moist air) from the ocean somehow get blown over Oregon and

encounter a block of some sort which causes it to rise and cool?".

The teacher commented off-line that the student's answer was missing

three basic steps in the teacher's first-order theory of the factors

leading to rainfall: (1) why the air is moist, (2) why it is blown

over Oregon, and (3) why cooling results in rain. Then the teacher

asked about the first of these steps "Why is the air so moist?", and

held the other two on his agenda. The discussion of this topic

continued for 14 interchanges, with additional subtopics added to

the agenda during the discussion, before the teacher returned to the

second missing step (i.e., why the air is blown over Oregon) on the

agenda. The third step was raised shortly thereafter.

Our analyses indicate that the agenda is an ordered list of

goals which are held until they are satisfied. When a goal is

satisfied, it is removed from the agenda and the next goal is

pursued. New goals can be inserted at arbitrary places in the

agenda and it can be reordered. However, we expect that

manipulations other than pushing new goals on to the beginning and

popping them off of the beginning require extra efforts on the part

of the teacher and therefore the tendency is to treat the agenda as

a push-down stack, pushing and popping goals off of the top.

This pattern of pushing and popping of different goals is

I evident in almost all conversation (Collins, et al., 1975b; Grosz,

1977; Levin and Moore, 1977; Reichman, 1978). When pop-ups occur

they are often signalled by various clue words such as "Okay",
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"Now", or "Anyway" (Collins et al., 1975b; Reichman, 1978). There

is some suggestive evidence that well-prepared teachers come in with

a highly-structured theory of the domain they are teaching, and

frequently select new topics from the agenda to cover different

aspects of the theory, rather than following topics associatively

from one to the other, as do less well-prepared teachers (Collins et

al., 1975b).

Priorities for adding goals to the agenda. In adding goals to

the agenda, there must be a set of priorities. Often a single

question, as in the example above, uncovers several misconceptions

or omissions that the teacher may want to pursue. In such

circumstances, the teacher must decide which to pursue first. But

even when goals are added to the agenda at different times, it is

essential to decide which should be pursued first; that is to say

the teacher may want to pursue a new goal being added before some

*other goal already on the agenda. Or the teacher may want to drop

some previous goal in favor of some more important goal he

identifies during the dialogue. For all these reasons, there must

r be a set of. priorities for ordering goals on the agenda.

In Stevens and Collins (1977) we identified four priorities

that occurred among the teachers' comments on why they were asking

each question. In the dialogues with groups of students a fifth

priority for allocating time between different students became

apparent. We list the priorities below roughly in the order of

highest priority first, but we think they are weighed together in

making a decision about which goal to pursue first.
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1. Errors before omissions. Teachers correct any errors

they diagnose before they deal with omissions in their

theory. This is because errors have more devastating

consequences; they can interfere with learning other

information correctly. This priority is sometimes

violated when the teacher is trying to lead the student

to discover his or her own error by an extended

dialogue, during which more immediate goals arise.

2. Shorter fixes before longer fixes. Teachers typically

will correct errors or omissions that can be taken care

of quickly, before taking on more extensive problems.

For example, teachers will often deal with errors

about facts or about principles outside the domain

being taught, by simply telling the student the correct

answer (Stevens and Collins, 1977). This is done

I quickly, so it tends to take highest priority. But

shorter fixes do not always take precedence; for

example in the dialogue on rain in Oregon, the second

1and third steps were dealt with much more quickly than

the first step, which took precedence because of

Ipriority 3.

3. Prior steps before later steps. Teachers often take up

steps in causal chains in the order of occurrence, so

that the discussion moves in the order of temporal or

causal sequence. This is what the teacher did in the

Oregon example when he identified three missing steps
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I in his causal theory, and then asked about the first

missing step. This may often be violated where

branching structures occur in the theory, or the

J student brings up a causal factor somewhere in the

middle or at the end of the chain.

4. Low-order factors before high-order factors. Teachers

select more important (i.e., low-order) information

before less important (i.e., high-order) information,

particularly when a pop-up occurs and they have to

select a new branch of a causal structure to pursue.

This priority is violated frequently in that teachers

jpursue branches or subparts of a causal model in detail

before taking up other branches. This occurred in the

I Oregon dialogue where the teacher went into a fair

amount of detail about currents and evaporation in

pursuing the first missing step, before taking up the

I second and third missing steps.

5. Students who haven't spoken for awhile before students

who have. This is most noticeable in the Schank and

Beberman dialogues where the teacher is trying to get

all the students to participate and verbalize their

theories. It is violated when the teacher is pursuing

a particular line of inquiry with one or another

student.
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I These five principles are the ones we have been able to

identify in the dialogues, but there may be other principles that

are also contributing to the order in which goals are added to the

f agenda.

Case selection with respect to high-level goals. Given a set

of high-level goals, the teacher selects cases that optimize the

ability of the student to master those goals. There appear to be

several overall strategies that teachers apply in selecting cases:

1. Select cases that illustrate lower-order factors before

higher-order factors. For example, in teaching about

rainfall, Collins and Stevens move from cases like the

Amazon and Ireland that exemplify a first-order theory

j to cases like Eastern America or Patagonia where the

factors are more complex. In teaching the distributive

law, Anderson chose cases that systematically isolated

one factor after another.

2. Select more salient or more frequent cases before less

rsalient or less frequent cases. Other things being

equal, a South American geography teacher will select

3cases like Brazil and Argentina rather than Paraguay

and Guyana. A medical professor will select the most

1frequent diseases and the ones that are most important

1to diagnose.

3. Select cases such that a generalization will make

prediction easier or less tedious. This is most

evident in the Beberman and Anderson transcripts where
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they present a series of math problems that are rather

tedious to work until you see the short cut (see Neches

and Hayes, 1978 for a discussion of strategy

modification) that leads to a significant

generalization, in one case the rules for addition of

real numbers, in the other the distributive law. This

case selection strategy has its analog in

non-procedural domains when the teacher selects a set

of cases that have some generalization that makes

prediction easier. For example, in the domain of

factors affecting rainfall the teacher might select a

set of cases like Southern California, Northern Africa,

Northern Chile, Western Australia, and Namibia in order

to lead the student to induce the generalization that

any place on the western side of a continent in the

latitude of 20 to 30 degrees will have little rainfall.

4. Select well-known cases that arise in the student's

experience. This strategy is most evident in the

Warman dialogues with preschoolers, where she selects

cases that arise in the course of school (concerning a

problem about playing with blocks or a movie they saw)

to get the children to generalize about moral actions.

This same strategy is apparent in the selection of

well-known cases by Schank, Anderson, and Collins.

Because students have more knowledge in these cases,

they are better able to consider all the relevant

factors and to abstract rules relating the factors to

3 the dependent variable.
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I
I The student model. The teacher's model of the individual

student guides the selection of which parts of the domain to

3 discuss, which parts to skip over because they will be too difficult

for the student to assimilate, and which parts to assume the student

knows (Collins, et al., 1975). It also guides the teacher in

I attempting to diagnose the student's misconceptions about the domain

(Stevens, Collins, and Goldin, 1979; Stevens and Collins, in press).

We assume that the teacher has two types of a priori

I information that are used in constructing models of individual

students: (1) a structured theory of the domain and attached to

j each element in the theory (i.e., each node or link) the relative

likelihood that any student will know about that element, and (2) a

I set of underlying misconceptions (alternative rules or theories)

3 that different students might have. We will discuss in turn how

these two kinds of information guide the selection of goals to

3 pursue.

When we say that the teacher has a notion of the relative

likelihood that any student will know a given element, we do not

I mean that the teacher thinks there's a 30% chance student A will

know one element and a 20% chance another element. Rather we assume

only a partial ordering on the elements, reflecting perhaps when the

S teacher learned each element. This partial ordering corresponds to

the notion of first-order to nth-order factors in a theory. For

I example, the factors affecting temperature of a place might be

partially ordered as follows: latitude, altitude, ocean currents,

distance from the ocean, cloud and tree cover. The teacher's
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assumption is that students learn the elements in approximately this

same order. Therefore it is possible to gauge what the student will

I know or not know based on a few correct and incorrect responses.

These responses are used to determine the criterion point in the

partial ordering above which the student is likely to know any

element and below which the student is unlikely to know any element.

In our earlier work (Collins, et al., 1975b) we noted four

levels of elements with respect to this criterion point in the

partial ordering that determine the goals the teacher will pursue.

We repeat those here in terms of our current framework:

1. Elements the teacher can assume the student knows, and

hence need not pursue.

2. Elements the student may know, and so the teacher asks

the student to provide them (i.e., give predictions,

factors, etc.) These include all the elements just

above and below the criterion point.

3. Elements the student will not be able to figure out,

and so the teacher will tell the student if they come

up in the dialogue.

4. Elements so far beyond the student's current level that

they can not be assimilated until the student has more

Iinformation. These elements are not mentioned by the

1 teacher.

Thus these levels determine what goals will be added to the agenda

I (i.e., goals will be added for teaching elements at levels 2 and 3)
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and whether these will be pursued with questions (level 2) or

comments (level 3).

The experienced teacher also accumulates a large amount of

knowledge about the possible misconceptions students may have. In

the domain of rainfall, we (Stevens, et al., 1979) have identified

sixteen basic misconceptions students have, based on systematic

questioning of eight high school students. In arithmetic Brown and

Burton (1978) have identified the 50 most common procedural errors

that primary students have, based on data from 1300 Nicaraguan

children. Depending on the question or the problem, a particular

misconception can appear in many different forms, so that a teacher

must recognize a variety of manifestations for each possibLe

misconception.

We think that teachers store many of the misconceptions they

see as perturbations of subparts of the knowledge structure they are

trying to teach. When a student makes a misstatement, the teacher

may recognize it as a manifestation of one of the possible

misconceptions. If the teacher can not identify the misconception

underlying the error, or if there is a pattern of misconceptions

that frequently occur together (Stevens et al, 1979), the teacher

will ask questions to identify what the underlying misconceptions

are. In order to correct any misconceptions there are a variety of

actions the teacher may take (Stevens and Collins, 1977). The

teacher may simply inform the student of the correct answer, or if

the teacher thinks the student won't get further confused,

counterexamples, hypothetical cases, or tracing consequences may be
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used to encourage the student to debug his or her own misconception.

I CONCLUSION

I This summarizes what we think are the most important elements

of effective teaching. By turning teaching into problem-solving in

this way, by selecting cases that optimize the abilities the teacher

is trying to teach, by making students grapple with counterexamples

and entrapments, the students are challenged more than by any other

teaching method. Because of the experience they are able to attack

novel problems by applying these strategies themselves.

-

I
I
I
I
I
I

I
I
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Appendix

TEACHING STRATEGIES IN THE THEORY

Case Selection Strategies

CSSl: Positive paradigm exemplar for factors

If (1) a student has not identified many of the factors that are

relevant to a particular value on the dependent variable,

then (2) pick a case where as many as possible of the values on the

factors are consistent with the particular value on the

dependent variable.

EXAMPLE

If a student is being taught the factors affecting whether a

place has heavy rainfall or not, pick a case like the Amazon or

Oregon where all the factors have values that lead to heavy

rainfall.

CSS2: Negative paradigm exemplar for factors

, If (1) a student has not identified many of the factors that are

relevant to a particular value on the dependent variable,

then (2) pick a case where as many as possible of the values on the

factors are inconsistent with the particular value on the

dependent variable.

-
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EXAMPLE

i If a student is being taught the factors affecting whether a

(place has heavy rainfall or not, pick a case like the Sahara or

Southern California where all the factors have values that lead

T" to little rainfall.

CSS3: Positive exemplar for a sufficient factor (Near hit)

If (1) a student has not identified a factor that is sufficient

for a particular value on the dependent variable,

then (2) pick a case where the factor is predominant, the value of

the factor is consistent with the given value of the dependent

variable, the values of the other sufficient factors are

inconsistent with the given value of the dependent variable,

and the dependent variable has the given value.

I EXAMPLE

LSuppose a teacher wants a student to see that you don't need

rainfall for growing rice. Then the teacher might choose Egypt

*' which has little rainfall, but does grow rice by using

irrigation from the Nile.

CSS4: Negative exemplar for a necessary factor (Near miss)

If (1) a student has not identified a factor that is necessary for

a particular value on the dependent vaziable,

then (2) pick a case where the factor is predominant, the value of

the factor is inconsistent with the given value of theI
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dependent variable, the values of the other factors are

consistent with the given value of the dependent variable,

and the dependent variable has the opposite value.

EXAMPLE (from Collins on factors affecting population density)

T. (In discussing population density, the student had not

identified climate as a factor.) OK. Now do you think it's

very dense in Alaska? (CSS4: Pick a negative exemplar for a

necessary factor)

S. No.

T. Why? (IS6: Ask for relevant factors.)

S. I would imagine because of the cold?

CSS5: Generalization exemplar for factors (Maximal pair)

If (1) a student has not identified one or more factors that are

relevant to a particular value on the dependent variable, and

(2) there is a case identified that is a positive or negative

exemplar for those factors,

then (3) pick a case that has the same or similar values as the

previous case on the given factors, that has as different a

value as possible on other factors, and that has the same or a

similar value on the dependent variable.

EXAMPLE (from Stevens and Collins on causes of rainfall)

T. The current is called the Japanese current and it comes from

the Equator along the coast of Japan and across to Canada and

Oregon. (IS8b: Point out prior steps) Is there another
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4.

current you know about with the same pattern? (CSS5: Pick a

generalization exemplar for a set of factors) (ESI4: Ask for a

case with given values on a set of factors)

S. I don't know what you mean - the equatorial current?

T. I meant the Gulf stream. (IS16b: Point out a case with given

values on a set of factors) I wanted you to see the general

pattern of currents in the world. (ISllb: Point out

similarity in factors between similar cases)

CSS6: Differentiation exemplar for factors (Minimal pair)

If (1) a student has not identified one or more factors that are

relevant to a particular value on the dependent variable, and

(2) there is a case identified that is a positive or negative

exemplar for those factors,

then (3) pick a case that has a different value from the previous

case on the given factors, that has the same or similar values

on other factors, and that has a different value on the

-dependent variable.

EXAMPLE (from Collins on the factors affecting population density)

T. OK. Why do you suppose Java has a high population density and

some of the other Indonesian islands have low population

density? (IS14: Ask for differences in factors between

different cases)

S. There's so many of them.

T. Sumatra (CSS6: Pick a differentiation exemplar for factors)

(Sumatra is chosen because it's like Java in most respects,
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e.g., climate, location, but has a different value on the

dependent variable. This forces the student to pay attention

to the factors, such as terrain, that differentiate Java and

Sumatra).

CSS7: Exemplar to show variability of a factor

If (1) a student has identified a factor that is relevant to a

particular value of the dependent variable, and

(2) there is a case identified that has a particular value on

that factor,

then (3) pick a case that has the same value on the dependent

variable, that has as different a value as possible on the

particular factor, and that has as similar values as possible

on the other factors.

EXAMPLE

Suppose Java has been identified as a place that is warm enough

to grow rice, then pick a case like Japan which is much cooler

but still grows rice.

CSS8: Exemplar to show variability of the dependent variable

If (1) a student has identified one or more factors that are

relevant to a particular value of the dependent variable, and

j (2) there is a case identified that has a particular value on

the dependent variable,

j then (3) pick a case that has the same values on the factors, and

that has as different a value as possible on the dependent

variable.
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EXAMPLE

Suppose the Congo jungle has been identified as a place near

the equator where the average temperature is 85 degrees to 90

degrees. Then pick a case like the top of Mt. Kilimanjaro,

which is also near the equator, but the average temperature is

much colder (<32 degrees).

CSS9: Counterexample for insufficient factors

If (1) a student proposes a rule or makes a prediction based on

one or more factors that are insufficient, or

(2) is entrapped by a rule (ENS 1 or ENS 9) based on one or

more factors that are insufficient,

then (3) pick a case that has the values specified on the

insufficient factors, but not the value specified on the

dependent variable.

EXAMPLE (from Collins on factors affecting grain growing)

T. Why? (i.e. why do they grow rice in Louisiana) (IS5: Ask for

relevant factors)

S. Places where there is a lot of water. I think rice requires

the ability to selectively flood fields.

j T. OK. Do you think there's a lot of rice in say Washington and

Oregon? (CSS9: Pick a counterexample for an insufficient

factor) (IS1: Ask for the value of the dependent variable) (T

selects a case where there is a lot of water but no rice; this

counterexample then led the student to consider climate and

3 terrain).
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CSS10: Counterexample for unnecessary factors

I If (1) a student proposes a rule or makes a prediction based on

one or more factors that are unnecessary, or

1(2) is entrapped by a rule (ENS 2 or ENS 10) based on one or

more factors that are unnecessary,

then (3) pick a case that does not have the values specified on the

unnecessary factors, but does have the value specified on the

dependent variable.

EXAMPLE (from Collins on factors affecting grain growing)

S. (In response to why they can not grow rice in Oregon) I don't

think the land is flat enough. You've got to have flat land so

you can flood a lot of it.

T. What about Japan? (CSSl0: Pick a counterexample for an

unneces-ary factor) (IS1: Ask for the value of the dependent

variable) (Japan grows rice but does not have much flat land.)

ICSS11: Cou-iterexample for an irrelevant factor
JIf (1) a student proposes a rule or makes a prediction based on

one or more factors that are irrelevant, or

(2) is entrapped by a rule (ENS 3 or ENS 11) based on one or

1more factors that are irrelevant,

then (3) pick a case that has the values specified on the irrelevant

factors, but does not have the value specified on the dependent

variable, or

I
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(4) pick a case that does not have the values specified on the

irrelevant factors but does have the value specified on the

dependent var iable.

EXAMPLE

Suppose a student proposed that having high humidity was

necessary for growing rice or predicts that Java grows rice

because of the high humidity, then the teacher can ask about

Egypt where the humidity is low but rice is grown, or the Congo

where humidity is high but no rice is grown.

CSS12: Counterexample for an incorrect value on a factor

If (1) a student proposes a rule or makes a prediction based on

one or more values of factors that are incorrect, or

(2) a student is entrapped by a rule (ENS 4 or ENS 12) based on

one or more values of factors that are incorrect,

then (3) pick a case that has the values specified on the factors,

but does not have the value specified on the dependent

variable, or
4

(4) pick a case that does not have the values specified on the

factors, but ,does have the value specified on the dependent

variable.

EXAMPLEI
Suppose a student proposed that having a cool temperature is

necessary for growing rice or predicts that Japan grows rice

because it is cool, then the teacher can ask about Java where

-
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the temperature is quite warm all year around and they grow

rice, or about Oregon which is cool but where no rice is grown.

CSS13: Construct a hypothetical case for insufficient factors

If (1) a student proposes a rule or makes a prediction based on

one or more factors that are insufficient, or

(2) is entrapped by a rule (ENS1 or ENS9) based on one or more

factors that are insufficient,

then (3) construct a case that has the values specified on the

insufficient factors, but not the values specified on the

dependent variable.

EXAMPLE

Suppose a student suggests they don't grow rice in British

Columbia because it is too mountainous, ask the student "If

British Columbia were flat could they grow rice then?". The

answer is that they could not, because of the cold temperature.

CSS14: Construct a hypothetical case for unnecessary factors

If (1) a student proposes a rule or makes a prediction based on

one or more factors that are unnecessary, or

(2) is entrapped by a rule (ENS2 or ENSI0) based on one or more

factors that are unnecessary,

then (3) construct a case that does not have the values specified on

the unnecessary factors, but dcas have the value specified on

the dependent variable.
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EXAMPLE

I Suppose a student suggests they grow rice in Louisiana because

it rains a lot there, then the teacher might ask "If it didn't

rain a lot in Louisiana, could they still grow rice there?".

The answer is they could by irrigating the rice paddies from

the Mississippi River.

CSS15: Construct a hypothetical case for irrelevant factors

If (1) a student proposes a rule or makes a prediction based on

one or more factors that are irrelevant, or

(2) is entrapped by a rule (ENS3 or ENSII) based on one or more

1factors that are irrelevant,
then (3) construct a case that has the values specified on the

irrelevant factors, but does not have the value specified on

the dependent variable, or

(4) construct a case that does not have the values specified on

j the irrelevant factors, but does have the value specified on

the dependent variable.

EXAMPLEI
Suppose a child asserts that John's tripping of Sam was bad

because Sam broke his leg, then the teacher might ask whether

John was bad even if Sam didn't hurt himself at all, or even if

Sam had accidentally tripped over John and broke his leg.

I
I
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I CSS16: Construct a hypothetical case for incorrect values of factors

j If (1) a'student proposes a rule or makes a prediction based on

one or more values of factors that are incorrect, or

1 (2) a student is entrapped by a rule (ENS4 or ENSl2) based on

one or more values of factors that are incorrect,

then (3) construct a case that has the values specified on the

factors, but does not have the value specified on the dependent

variable, or

(4) construct a case that does not have the values specified on

the factors, but does have the value specified on the dependent

var iable.

EXAMPLE (from Warman on who can play with blocks)

I S. How about no girls play with anything and boys play with

everything. (This is one boy's proposal for a fair rule.)

T. Ok. Let's take a vote. Boys, how about if you don't play with

any toys here in school? (CSSI6: Construct a hypothetical

case for an incorrect value on a factor) (ES2: Ask if rule is

I correct or incorrect)

I
I
I
I
I
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Entrapment Strategies

ENSi: Rule based on insufficient factors

If (1) a student explains the value of the dependent variable

based on one or more factors that are not sufficient, or

(2) makes a prediction based on one or more factors that are

not sufficient,

then (3) ask if it is a general rule that the dependent variable

must have the value specified given the values of the

insufficient factors.

EXAMPLE (from Anderson on factors affecting temperature)

S. (In response to a question about why he predicted Newfoundland

was colder in winter than Montana) Newfoundland is further

north.

T. Yes, Newfoundland is further north than Montana. (ES6b: Point

out correct value of a factor) Are you arguing then, that if

Ayou take any two places in the Northern Hemisphere, the one

j which is further north will have the lower average winter

temperature? (ENSl: Entrapment rule based on an insufficient

factor)

ENS2: Rule based on unnecessary factors

If (1) a student explains the value of the dependent variable

based on one or more factors that are not necessary, or

(2) makes a prediction based on one or more factors that are

not necessary,I
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then (3) ask if it is a general rule that the unnecessary factors

must have the values specified given the value of the dependent

variable.

EXAMPLE

Suppose a student says lots of rainfall is a reason for growing

rice, or predicts that a place with heavy rainfall grows rice,

then ask "Do you think it is necessary to have heavy rainfall

to grow rice?"

ENS3: Rule based on irrelevant factors

If (1) a student explains the value of the dependent variable

based on one or more factors that are irrelevant, or

(2) makes a prediction based on one or more factors that are

irrelevant,

then (3) ask if it is a general rule that the dependent variable

must have the value specified given the values of the

irrelevant factors.

EXAMPLE

Suppose a student says they grow rice in China because of their

oriental nature, or predicts they grow rice in Mongolia because

of their oriental nature, ask if it is general rule that people

with an oriental nature grow rice.

6
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ENS4: Rule based on incorrect values of factors

If (1) a student explains the value of the dependent variable

based on one or more incorrect values of factors, or

(2) makes a prediction based on one or more incorrect values of

factors,

then (3) ask if it is a general rule that the dependent variable

must have the value specified given the incorrect values of the

factors.

EXAMPLE

Suppose a student suggests that a place grows rice because it

has a dry climate, ask if generally a place must have a dry

climate to grow rice.

ENS5: Prediction based on insufficient factors

If (1) a case is selected where the value of the dependent

variable is inconsistent with the value of one or more factors

that are not sufficient, and

(2) the value of the dependent variable has not been specified,

then (3) ask if the dependent variable has the value that is

consistent with the values of the insufficient factors, or

(4) ask the student to make a prediction based on the

insufficient factors.

-
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EXAMPLE (from Collins on factors affecting average temperature)

T. Is it very hot along the coast here? (points to Peruvian coast

near the equator, where the effect of latitude is overridden by

ocean currents.) (ENS5: Entrapment into prediction based on

insufficient factors)

S. I don't remember

T. No. It turns out there's a very cold current coming up the

coast, and it bumps against Peru, and tends to make the coastal

area cooler, although it's near the equator. (IS7b: Point out

values of factors) (ISlb: Point out value of the dependent

variable)

ENS6: Prediction based on unnecessary factors

If (1) a case is selected where the value of the dependent

variable is inconsistent with a value of one or more factors

that are not necessary, and

(2) the value of the dependent variable has not been specified,

then (3) ask if the dependent variable has the value that is

consistent with the values of the unnecessary factors, or

(4) ask the student to make a prediction based on the necessary

factors.

EXAMPLE

Suppose Egypt has been selected to discuss rice growing, then

j the teacher can ask if the student thinks they can not grow

rice there given there is little rain, or whether the student

Sthinks they could grow rice or not.
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ENS7: Prediction based on irrelevant factors

If (1) a case is selected where the value of the dependent

variable is inconsistent with what the student would predict

given the values of one or more irrelevant factors, and

(2) the value of the dependent variable has not been specified,

then (3) ask if the dependent variable has the value that the

student thinks is consistent with the values of the irrelevant

factors, or

(4) ask the student to make a prediction based on the

irrelevant factors.

EXAMPLE

Suppose a student thinks an Oriental nature is necessary for

growing rice, then ask "Do they grow rice in Mongolia, since

they have an Oriental nature?" or "Do you think they grow rice

or not in Mongolia?"

ENS8: Prediction based on incorrect values of factors

If (1) a case is selected where the value of the dependent

variable is inconsistent with what the student would predict

given the values of one or more factors for which the student's4
rule is incorrect, and

(2) the value of the dependent variable has not been specified,

then (3) ask if the dependent variable has the value that the

student thinks is consistent with the values of the factors, or
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(4) ask the student to make a prediction based on the incorrect

3 value of the factor.

3 EXAMPLE

5 Suppose a student thinks a dry climate is necessary for growing

rice, then ask if they grow rice in Arizona since it has a dry

J climate, or ask whether they can grow rice in Arizona.

ENS9: Entrapment based on insufficient factors

If (1) a particular value of the dependent variable is being

considered for a case, and

j (2) there are one or more insufficient factors that have values

inconsistent with that value of the dependent variable,

I then (3) ask if the values of the insufficient factors are

consistent with that value of the dependent variable.

EXAMPLE

Suppose a student is considering whether they grow rice in

Florida, ask if the warm climate would account for the

inability to grow rice there.

I ENS10: Entrapment based on unnecessary factors

I If (1) a particular value of the dependent variable is being

considered for a case, and

(2) there are one or more unnecessary factors that have values

inconsistent with that value of the dependent variable,

then (3) ask if the values of the unnecessary factors are consistent

3 with the value of the dependent variable.
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EXAMPLE

j Suppose a student is considering whether they grow rice in

Egypt, ask if the lack of rainfall would make him think they

I grow rice there.

ENSl: Entrapment based on irrelevant factors

If (1) a pa-. 'i ;ular value of the dependent variable is being

considered for a case, and

(2) there are one or more irrelevant factors that a student

might consider relevant,

then (3) ask if the values of the irrelevant factors are consistent

with that value of the dependent variable.

EXAMPLE (from Swets and Feurzeig on medical diagnosis)

T. Pleural pain, dyspnea, fever, and the physical exam signs are

certainly consistent with pulmonary infarction. (ES7b: Point

Jout values of factors are correct) Do you think that shaking

chills and the presence of rusty sputum further supports this

Idiagnosis? (ENSII: Entrapment based on irrelevant factors)

S. No.

T. Right.

IENS12: Entrapment based on incorrect values of factors
If (1) a particular value of the dependent variable is being

considered for a case, and

(2) there are values of one or more factors that are

inconsistent with that value of the dependent variable,
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then (3) ask if the values of the factors are consistent with the

3 value of the dependent variable.

I EXAMPLE

I Suppose a student is considering a diagnosis of pulmonary

infarction for a case with a low white blood count, the teacher
might ask if the low white blood count is consistent with

pulmonary infarction. In fact a high white blood count is

i
consistent with pulmonary infarction.

I
1
I
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I Identification Strategies

I IS: Ask for value of the dependent variable

If (1) a case has been selected, and

(2) the value of the dependent variable has not been specified,

t then (3) ask the student to identify the value of the dependent

variable.

ISla: Suggest a value of the dependent variable

If (1) a case has been selected, and

(2) the student doesn't know the value of the dependent

variable,

then (3) suggest a possible value of the dependent variable for the

J student to consider.

I ISlb: Point out the value of the dependent variable

If (1) a case has been selected, and

(2) the student is mistaken about or doesn't know the value of

the dependent variable,

then (3) tell the student the correct value of the dependent

variable.

I EXAMPLE (from Stevens and Collins on the causes of rainfall)

T. Do you think it rains much in Oregon? (IS1: Ask for value of

the dependent variable)

j S. No.

I
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I T. Why do you think it doesn't rain much in Oregon? (IS6: Ask

Ifor relevant factors)
S. I'm not exactly sure - just hypothesizing - it seems to me that

jthe surrounding states have a rather dry climate, but I really

don't know anything about the geography of Oregon.

T. It does in fact rain a lot in Oregon. (ISlb: Point out value

of dependent variable) Can you guess what causes the rain

there? (IS6: Ask for relevant factors)

IS2: Ask for the formulation of a rule

If (1) one or more factors have been identified,

then (2) ask how the values of the factors are related to the value

of the dependent variable.

I EXAMPLE (from Anderson on factors affecting temperature)

I T. Please try to be more precise (e.g., with respect to the effect

of latitude on temperature). Would you, for instance, say that

if you take any two places in the Northern Hemisphere, the one

furthest south has the colder winter temperatures?

(IS2a: Suggest the formulation of a rule)I
IS3: Ask for the formulation of an alternative rule

I
' , an incorrect rule has been specified relating the values of

, *Jr more factors with a particular value of the dependent

.... * r he formulation of an alternative rule.
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EXAMPLE (from Anderson on factors affecting temperature)

S. (In response to question under IS2 above) No I wouldn't say

jthat.

T. What would you say? (IS3: Ask for the formulation of an

alternative rule)

IS4: Ask for sufficient factors

If (1) there are one or more sufficient factors that have not been

identified,

then (2) ask the student to identify those factors.

EXAMPLE

Suppose a student has not identified irrigation or a means of

obtaining enough water to grow rice, the teacher might ask "Is

Ithere any way to obtain enough water to grow rice other than

from rainfall?".

IS5: Ask for necessary factors

If (1) there are one or more necessary factors that have not been

identified,

then (2) ask the student to identify those factors.

EXAMPLE

Suppose a student has not identified any factors that affect

I whether a place has heavy rainfall, a teacher might ask "What

is necessary to have heavy rainfall in a place?"

I
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IS6: Ask for relevant factors

If (1) there are either necessary or sufficient factors that have

not been identified,

then (2) ask the student for any relevant factors.

EXAMPLE (from Anderson on factors affecting temperature)

T. Which is likely to have the coldest winter days, Newfoundland

or Montana? (ENS5: Entrapment into prediction based on

insufficient factors) (In this case a secondary factor

overrides a primary factor.)

S. Newfoundland.

T. Please give your reasons for answering Newfoundland.

(IS6: Ask for relevant factors)

IS7: Ask for values of factors

If (1) there are relevant factors that have been identified for a

particular case, but

(2) the values of the factors have not been identified for that

case,

then (3) ask the student for the values of the factors.

EXAMPLE (from Collins on factors affecting grain growing)

S. I suppose there are places, like Nigeria is pretty darn

fertile.

T. OK. It's fertile, but what other qualities (IS6: Ask for

relevant factors) Is the temperature warm or cold?

7
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(IS5a: Suggest a necessary factor) (IST: Ask for the value of

a factor)

IS8: Ask for prior steps

If (1) a particular step in a causal chain or procedure has been

identified, and

(2) there are prior steps that have not been identified,

then (3) ask the student to identify the prior steps.

EXAMPLE (from Stevens and Collins on causes of rainfall)

T. Where does the moisture in the air come from? (IS8: Ask for

prior steps)

S. Help.

T. The moisture evaporates from the ocean. (IS8b: Point out

prior steps) Why do you think a lot of moisture evaporates?

(IS8: Ask for prior steps)

IS9: Ask for intermediate steps

If (1) two steps in a causal chain or procedure that are not

adjacent have been identified,

then (2) ask the student to identify the intermediate steps.

EXAMPLE (from Stevens and Collins on causes of rainfall)

S. When the moisture laden air reaches the mountains it is forced

to rise and consequently the air cools? causing rainfall, no?

T. Why does cooling cause rainfall? (IS9: Ask for intermediate

steps.)
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IS10: Ask for subsequent steps

If (1) a particular step in a causal chain or procedure has been

identified, and

(2) there are subsequent steps that have not been identified,

then (3) ask the student to identify the subsequent steps

EXAMPLE: (from Anderson on morality of draft resistors)

S. You just can't have individuals deciding which laws they are

going to obey.

T. So, you would say the American revolutionaries should have

followed the law. (CSS9: Pick a counterexample for an

insufficient factor)

S. Yes, I guess so.

T. If they had obediently followed all the laws we might not have

had the American revolution (ISl0a: Suggest a subsequent step)

IS11: Ask for similarities in factors between similar cases

If (1) two or more cases have been identified that have similar

values on the dependent variable,

then (2) ask the student to identify any factors on which the cases

have similar values.

EXAMPLE (from Warman on morality of characters in Peter Pan)

T. What makes those characters good? (referring to Peter Pan,

Tinkerbell, and Wendy) (IS11: Ask for similarities in factors

between similar cases)
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IS12: Ask for differences in factors between similar cases

If (1) two or more cases have been identified that have similar

values on the dependent variable,

then (2) ask the student to identify any factors on which the cases

have different values.

EXAMPLE

Suppose that both Japan and Java have been identified as

producing rice, the teacher could ask the student for any

differences in factors between the two cases. In fact Japan is

colder and much more mountainous. This indicates that flat

land and a tropical climate are not necessary factors.

IS13: Ask for similarities in factors between different cases

If (1) two or more cases have been identified that have different

values on the dependent variable,

then (2) ask the student to identify any factors on which the cases

have similar values.

EXAMPLE

Suppose that Oregon has been identified as having a lot of

rain, and Baja California as having little rain, then the

teacher might ask what factors they have in common. Since they

are both on the western coast of the continent, that means that

that factor doesn't determine the amount of rainfall.

-73-

* 1 ... ... . I III- I I I ..... . . 1 1 ... . . . .... .



IS14: Ask for differences in factors between different cases

If (1) two or more cases have been identified that have different

I values on the dependent variable,

then (2) ask the student to identify any factors on which the cases

have different values.

EXAMPLE (from Anderson on factors affecting temperature)

S. Some other factor besides north-south distance must also affect

temperature.

T. Yes. Right. What could this factor be? (IS5: Ask for

necessary factors)

S. I don't have any idea.

T. Why don't you look at your map of North America. Do you see

* any differences between Montana and Newfoundland? (IS14: Ask

for differences in factors between different cases)

IS15: Ask for a case with a given value on the dependent variable

If (1) there is no case currently being considered, and

, (2) there is a particular value of the dependent variable to be

considered,

then (3) ask the student to pick a case that has that value on the

dependent var iable.

-
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EXAMPLE (from Collins on factors affecting grain growing)

T. Where in North America do you think rice might be grown?

(IS15: Ask for a case with a given value on the dependent

variable)

S. Louisiana

IS16: Ask for a zase with given values on some factors

If (1) there is no case currently being considered, and

(2) there are particular values of some set of factors to be

considered,

then (3) ask the student for a case that has the given values on the

set of factors.

EXAMPLE

Given a discussion of rice growing, the teacher might ask a

student if he knows a place where there is a lot of rainfall

but it is rather cold (e.g., Oregon).

IS17: Ask for a case with given values on some factors and the

dependent variable

If (1) there is no case currently being considered, and

(2) there is some pairing of values on particular factors and

on the dependent variable to be considered,

then (3) ask the student for a case that has the given values on the

factors and on the dependent variable.
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EXAMPLE

Given a discussion of rice growing, the teacher might ask a

student if he knows a place where there is a lot of rainfall,

but no rice is grown (e.g., Oregon).
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Evaluation Strategies

ESI: Ask if the value of the dependent variable is correct or

incorrect

If (1) a value has been suggested for the dependent variable in a

particular case,

then (2) ask the student if that value is correct or incorrect.

EXAMPLE (from Collins on factors affecting grain growing)

T. What do you think they live on in West Africa? (IS1: Ask for

value of the dependent variable)

S. I guess they grow some kind of grain in West Africa.

T. What kind is most likely? (IS1: Ask for value of the dependent

variable)

S. Wheat.

T. You think wheat is the most likely grain? (ESI: Ask if the

value of the dependent variable is correct or not)

ES2: Ask if a rule is correct or incorrect

If (1) a rule has been suggested relating a set of factors to the

dependent variable,

then (2) ask the student if the rule is correct or incorrect.

EXAMPLE (from Warman on who can play with blocks)

T. How about if we had boys could play with everything but blocks?

(CSSl3: Construct a hypothetical case for insufficient

factors) (ES2: Ask if rule is correct or incorrect) (Warman
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treats fairness as the dependent variable, and here suggests a

rule derived by constructing a hypothetical case for

insufficient factors.)

ES3: Ask if a rule is the same as or different from another rule

If (1) a rule has been suggested which appears similar to another

rule,

then (2) ask if the rule is the same as or different from the other

rule.

EXAMPLE (from Warman on who can play with blocks)

Si. I've got a good idea. Everybody play with blocks.

T. What do you think about that? (ES2: Ask if a rule is correct

or incorrect)

S2. Rats.

T. Isn't that the rule we have now? (ES3: Ask if a rule is the

same or different from another rule)

ES4: Ask if factors are sufficient or insufficient

If (1) one or more factors have been identified with respect to a

particular value of the dependent variable,

then (2) ask the student if the factors are sufficient or

insufficient to determine the value of the dependent variable.

EXAMPLE (from Swets and Feurzeig on identifying letters)

T. Start when ready (The student must guess a letter from its

features)
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S. Curves?

T. One.

S. Loose ends?

T. Two.

S. Obliques?

T. Zero.

S. C.

T. You don't have enough information yet to get the right answer.

(ES4b: Point out that factors are insufficient) How do you

know it isn't J, for example? (ISla: Suggest a value of the

dependent variable)

ES5: Ask if factors are necessary or unnecessary

If (1) one or more factors have been identified with respect to a

particular value of the dependent variable,

then (2) ask the student if the factors are necessary or unnecessary

to determine the value of the dependent variable.

EXAMPLE

Suppose a student suggests that places with a lot of rain can

grow rice, the teacher might ask "Do you have to have a lot of

rain in order to grow rice?"

ES6: Ask if factors are relevant or irrelevant

If (1) one or more factors have been identified with respect to a

particular value of the dependent variable,
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then (2) ask the student if the factors are relevant or irrelevant

to the value of the dependent variable.

EXAMPLE (from Warman on who can play with blocks)

S. How about all the boys take all the blocks and put them outside

and the blocks stay outside the building.

T. So we have the blocks outside the building. (Restate rule) Then

do we still have the problem? (ES6: Ask if a factor is

relevant or irrelevant) (Warman is asking whether having the

blocks outside is relevant to fairness.)

ES7: Ask if the values of factors are correct or incorrect

If (1) the values of one or more factors have been identified with

respect to a particular value of the dependent variable,

then (2) ask the student if the values of the factors are correct or

incorrect with respect to the value of the dependent variable.

EXAMPLE (from Swets and Feurzeig on medical diagnosis)

T. In that case I'd like to talk about viral pneumonia.

(ISla: Suggest a value of the dependent variable) The

tachycardia, high WBC, elevated respiratory rate, shaking

chills, bloody sputum, and severe pleural pain all lend weight

to that diagnosis - right? (ES7: Ask if the values of factors

are correct or incorrect)
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ES8: Ask if a step is a prior step

If (1) there are two steps identified in a causal chain or

procedure,

then (2) ask the student if one step is prior to the other step or

not.

EXAMPLE

In discussing what causes rainfall, the student might mention

the air cooling and rising. The teacher might then ask the

student if the air cools before it rises.

ES9: Ask if a step is an intermediate step

If (1) a given step in a causal chain or procedure has been

identified with respect to two other steps,

then (2) ask the student if the step is intermediate between the

other two steps.

EXAMPLE

Suppose a student is learning about evaporation processes, the

teacher might ask whether clouds form after vaporization takes

place, but before condensation occurs. Cloud formation is in

fact caused by condensation.

ES10: Ask if a step is a subsequent step

If (1) a given step in a causal chain or procedure has been

identified with respect to another step,

-
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then (2) ask the student if the step is subsequent to the other

step.

EXAMPLE

Suppose a student is learning the distributive law in

arithmetic (as in one of the Anderson dialogues), then with

respect to the problem 7 X 12 + 3 X 12 = ?, the teacher might

ask if you multiply by the 12 after adding the 7 and 3.

ES11: Ask if similar cases are the same on given factors

If (1) two or more cases have been identified that have the same

value on the dependent variable, and

(2) there are one or more factors for which the cases have the

same values,

then (3) ask the student if the cases have the same or different

values on the given factors.

EXAMPLE

Suppose the student is learning about the causes of rainfall,

and the student notices that Baja California and Northern Chile

have little rainfall, the teacher might ask if they have the

same latitude (which they do).

jES12: Ask if similar cases are different on given factors

If (1) two or more cases have been identified that have the same

value on the dependent variable, and

-
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(2) there are one or more factors for which the cases have

I different values,

I then (3) ask the student if the cases have the same or different

values on the given factors.

-" EXAMPLE

Suppose a student has identified the Amazon and Oregon as

having a lot of rainfall, then the teacher could ask if they

have the same or different values on latitude and altitude

(they differ on both).

ES13: Ask if dissimilar cases are the same on given factors

If (1) two or more cases have been identified that have different

values on the dependent variable, and

1(2) there are one or more factors for which the cases have the

same values,

then (3) ask the student if the cases have the same or different

values on the given factors.

EXAMPLE (from Anderson on morality of draft resistors)

T. You are saying that what the draft resistors did was wrong

because they broke the law. The American revolutionaries broke

the laws too. (CSS9: Pick a counterexample for an

insufficient factor) (ES13b: Point out that two dissimilar

cases are the same on a given factor) Therefore to be

consistent, you would have to say that what they did was wrong.

I, (ISla: Suggest a value of the dependent variable)
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ES14: Ask if dissimilar cases are different on given factorsI
If (1) two or more cases have been identified that have different

values on the dependent variable, and

(2) there are one or more factors for which the cases have

I different values,

then (3) ask the student if the cases have the same or different

values on the given factors.

EXAMPLE

Suppose a student has identified Sumatra and Java as having

different population densities, the teacher might ask if they

have the same terrain.

-

I

I

I
1
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ALEXANDRIA, VA 22333

1 DR. T. E. COTTERMAN

1 LTCOL Michael T. Plummer AFHRL/ASR
Organizational Effectiveness Division WRIGHT PATTERSON AFB
Office of the Deputy Chief of Staff OHIO 45433

for Personnel
Department of the Army 1 DR. G. A. ECKSTRAND
Washington, DC 20301 AFHRL/AS

WRIGHT-PATTERSON AFB, OH 45433
1 Dr. Robert Sasmor

U. S. Army Research Institute for the 1 Dr. Genevieve Haddad
Behavioral and Social Sciences Program Manager

5001 Eisenhower Avenue Life Sciences Directorate
Alexandria, VA 22333 AFOSR

Bolling AFB, DC 20332
2 Faculty Development Division

Headquarters Sheppard Technical 1 CDR. MERCER
Training Center (ATC) CNET LIAISON OFFICER

Sheppard AFB, TX 76311 AFHRL/FLYING TRAINING DIV.
WILLIAMS AFB, AZ 85224

1 Director, Training Development
U.S. Army Administration Center 1 Dr. Donald E. Meyer
ATTN: Dr. Sherrill U.S. Air Force
Ft. Benjamin Harrison, IN 46218 ATC/XPTD

Randolph AFL, TX 78148

1 Dr. Joseph Ward
U.S. Army Research Institute 1 Dr. Ross L. Morgan (AFHRL/ASR)
5001 Eisenhower Avenue Wright -Patterson AFB

- Alexandria, VA 22333 Ohio 45433

1 Dr. Marty Rockway (AFHRL/TT)

Lowry AFB
Colorado 80230

1 Jack A. Thorpe, Capt. USAF
Program Manager
Life Sciences Directorate
AFOSR
Bolling AFB, DC 20332

1 Brian K. W.aters, LCOL, USAF
Air University
Mtaxwell AFB
Montgomery, AL 36112
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Marines CoastGuard

1 H. William Greenup 1 ir. Richard Lanterman
Education Advisor (E031) PSYCHOLOGICAL RESEARCH (G-P-1/62)
Education Center, MCDEC U.S. COAST GUARD HQ
Quantico, VA 22134 WASHINGTON, DC 20590

1 DR. A.L. SLAFKOSKY
SCIENTIFIC ADVISOR (CODE RD-I)
HQ, U.S. MARINE CORPS
WASHINGTON, DC 20380

.1
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j Other DoD Civil Govt

1 Dr. Stephen Andriole 1 Dr. Susan Chipman
ADVANCED RESEARCH PROJECTS AGENCY Basic Skills Program

1400 WILSON BLVD. National Institute of Education

ARLINGTON, VA 22209 1200 19th Street NW
Washington, DC 20208

12 Defense Documentation Center

Cameron Station, Bldg. 5 11 fir. James M. Ferstl
Alexandria, VA 22314 Bureau of Training
Attn: TC U.S. Civil Service Commission

Washington, D.C. 20415
Dr. Dexter Fletcher
ADVANCED RESEARCH PROJECTS AGENCY 1 Dr. Joseph I. Lipson

1400 WILSON BLVD. Division of Science Education
ARLINGTON, VA 22209 Room W-638

National Science Foundation
Military Assistant for Training and Washington, DC 20550

Personnel Technology
Office of the Under Secretary of Defense 1 Dr. John Mays

for Research & Engineering Nationdl Institute of Education
Room 3D129, The Pentagon 1200 19th Street NW
Washington, DC 20301 Washington, DC 20209

1 William J. McLaurin

Rm. 301, Internal Revenue Servicc
2221 Jefferson Davis Highway
Arlington, VA 22202

1 Dr. Arthur Melmed
National Intitute of Education
1200 19th Street NW
Washington, DC 20208

1 Dr. Andrew R. Molnar
Science Education Dev.

and Research
National Science Foundation
Washington, DC 20550

1 Dr. H. Wallaee Sinaiko
Program Director
Manpower Research and Advisory Services

Smithsonian Institution
301 North Pitt Street
Alexandria, VA 22314

.1
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Civil Govt Non Govt

Dr. Thomas G. Sticht 1 Dr. Earl A. Alluisi
Basic Skills Program HQ, AFHRL (AFSC)
National Institute of Education Brooks AFB, TX 78235
1200 19th Street NW
Washington, DC 20208 1 Dr. John R. Anderson

Department of Psychology
Dr. Frank Withrow Carnegie Mellon University
U. S. Office of Education Pittsburgh, PA 15213
400 6th Street SW
Washington, DC 20202 1 Dr. John Annett

Department of Psychology
Dr. Joseph L. Young, Director University of Warwick
Memory & Cognitive Processes Coventry CV4 7AL
National Science Foundation ENGLAND
Washington, DC 20550

1 DR. MICHAEL ATWOOD
SCIENCE APPLICATIONS INSTITUTE
40 DENVER TECH. CENTER WEST
7935 E. PRENTICE AVENUE
ENGLEWOOD, CO 80110

1 1 psychological research unit
Dept. of Defense (Army Office)
Campbell Park Offices
Canberra ACT 2600, Australia

1 Dr. R. A. Avner
University of Illinois
Computer-Based Educational Research Lab
Urbana, IL 61801

1 Dr. Alan Baddeley
Medical Research Council

Applied esychology Unit
15 Chaucer Road
Cambridge CB2 2EF
ENGLAND

1 Dr. Patricia Baggett
Department of Psychology
University of Denver
University Park
Denver, CO 80208

1 Ms. Carole A. Bagley

Minnesota Educational Computing
Consortium

2520 Broadway Drive
St. Paul, MN 55113

I
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Non Govt Non Govt

Mr Avron Barr 1 Dr. Anthony Cancelli
Department of Computer Science School of Education
Stanford University University of Arizcna
Stanford, CA 94305 Tuscon, AZ 65721

Dr. John Bergan 1 Charles Myers Librdry
School of Education Livingstone House
University of Arizona Livingstone Road
Tuscon AZ 85721 Stratford

London E15 2LJ
Dr. Nicholas A. Bond ENGLAND
Dept. of Psychology
Sacramento State College 1 Dr. Williin Chase
600 Jay Street Department of Psychology
Sicramento, CA 95819 Carnegie Nellon University

Pittsburgh, PA 15213
Dr. Lyle Bourne
Department of Psychology 1 Dr. Hicheline Chi
University of Colorado Learning R & D Center
Boulder, CO 80302 University of Pittsburgh

3939 O'Hara Street

Dr. Kenneth Dowles Pittsburgh, PA 15213
Institute for Information Sciences
University of California at San Diego 1 Dr. John Chiorini
La Jolla, CA 92037 Litton-Mellonics

Box 12A6
Dr. John Brackett Springfield, VA 22151
So fTec h
460 Totten Pond Road 1 Dr. William Clancvy
Waltham, MA 02154 Department of Computer fciece

Stanford University
Dr. John S. Prown Stanford, CA 9430
XEROX Palo Alto Research Center
3333 Coyote Roid 1 Dr. Meredith Crawford
Palo Alto, CA 943041 Department of Engineering7 Administration

George Washington University
Dr. Bruce Buchanan Suite 805
Department of Computer Science 2101 L Street N. W.
Stanford University Washington, DC 2f 037
Stanford, CA 943C5

1 Mr. Ken Cross
DR. C. VICTOR BUNDERSON Anacapa Sciences, Inc.
WICAT INC. P.O. Drawer Q
UNIVERSITY PLAZA. SUITE 10 Santa Varbara, CA 93102
1160 SO. STATE ST.
OREM, UT 84057 1 Dr. Hubert Dreyfus

Departrtnt of Philosophy
University of Californi.I erkely, CA 94720

Iekey
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j Non Govt Non Govt

1 ERIC Facility-Acquisitions 1 DR. ROBERT GLASER
4833 Rugby Avenue LRDC
Bethesda, MD 20014 UNIVERSITY OF PITTSBURGH

3939 O'HARA STREET
1 Dr. A. J. Eschenbrenner PITTSBURGH, PA 15213

Dept. E422, Bldg. 101
McDonnell Douglas Astronautics Co. 1 Dr. Ira Goldstein
P.O.Box 516 XEROX Palo Alto Research CenLer
St. Louis, MO 63166 3333 Coyote Road

Palo Alto, CA 94304
1 MAJOR I. N. EVONIC

CANADIAN FORCES PERS. APPLIED RESEARCH 1 DR. JAMES G. GREENO
1107 AVENUE ROAD LRDC
TORONTO, ONTARIO, CANADA UNIVERSITY OF PITTSBURGH

3939 O'HARA STREET
1 Dr. Ed Feigenbaum PITTSBURGH, PA 15213

Department of Computer Science
Stanford University 1 Dr. Ron HambleLon
Stanford, CA 94305 School of Education

* University of Eassechusetts
I Mr. Wallace Feurzeig Amherst, MA 01002

Bolt Beranek & Newman, Inc.
50 Moulton St. 1 Dr. Barbara Ilayes-Roth
Cambridge, MA 02138 The Rand Corporation

1700 Main Street
Dr. Victor Fields Santa Monica, CA 90406
Dept. of Psychology

Montgomery College 1 Dr. Frederick Hayes-Roth
Rockville, MD 20850 The Rand Corporation

1700 Main Street
1 Dr. John R. Frederiksen Santa Monica. CA 90406

Bolt Beranek & Newnan

d50 Moulton Street 1 Dr. Dustin H. Hcuston
Cambridge, MA 02138 Wicat, Inc.

Box 986
1 Dr. R. Edward Geiselman Orem, UT 84057

Department of Psychology
University of California 1 Library
Los Angeles, CA 90024 HumRRO/Western Division

27857 Berwick Drive
1 Dr. Vernon S. Gerlach Carmel, CA 93921

College of Education
146 Payne Bldg. B 1 Dr. Earl Hunt
Arizona State University Dept. of Psychology
Tempe, AZ 85281 University of W--shington

Seattle, WA 9,3105

I
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Non Govt Non Govt

1 DR. LAWRENCE B. JOHNSON 1 Dr. Alan Lesgold

LAWRENCE JOHNSON & ASSOC., INC. Learning R&D Center

SUITE 502 University of Pittsburgh
2001 S STREET NW Pittsburgh, PA 15260
WASHINGTON, DC 20009

1 Dr. Robert R. Mackie
1 Dr. Wilson A. Judd Human Factors Research, Inc.

McDonnell-Douglas 6780 Cortona Drive
Astronautics Co. East Santa Barbara Research Pk.

Lowry AFB Goleta, CA 93017
Denver, CO 80230

1 Dr. Mark Miller
1 Dr. Arnold F. Kanarick Systems and Information Sciences Laborat

Honeywell, Inc. Central Research Laboratories
2600 Ridgeway Pkwy TEXAS INSTRUMENTS, INC.
Minneapolis, MN 55413 Mail Station 5

Post Office Box 5936
1 Dr. Walter Kintsch Dallas, TX 75222

Department of Psychology
University of Colorado 1 Dr. Richard B. Ililiward
Boulder, CO 80302 Dept. of Psychology

Hunter Lab.
1 Dr. David Kieras Brown University

Department of Psychology Providence, RI 82912
University of Arizona
Tuscon, AZ 85721 1 Dr. Stuart Milner

Department of Education
1 Dr. Stephen Kosslyn George Mason University

j Harvard University 44o0 Fairfax Drive
Department of Psychology Fairfax, VA 22030
33 Kirkland Street
Cambridge, MA 02138 1 Richard T. Hlowday

College of Vusiness Adriinistration
1 Mr. Marlin Kroger University of Oregon

1117 Via Goleta Eugene, OR 97403
Palos Verdes Estates, CA 90274

1 Dr. Allen Munro
1 LCOL. C.R.J. LAFLEUR Univ. of So. California

PERSONNEL APPLIED RESEARCH Behavioral Technology Labs
NATIONAL DEFENSE HQS 3717 South Hope Street
101 COLONEL BY DRIVE Los Angeles, CA 90007
OTTAWA, CANADA KIA OK2

1 Dr. Donald A Normian
1 Dr. Jill Larkin Dept. of Psychology C-009

Department of Psychology Univ. of California, San Dicgo
Carnegie Mellon University La Jolla, CA 92093
Pittsburgh, PA 15213

I
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5 Non Govt Non Govt

1 Dr. Jesse Orlansky 1 Dr. Mark D. Reckase
Institute for Defense Analysis Educational Psychology Dept.
400 Army Navy Drive University of issouri-Columbia
Arlington, VA 22202 12 Hill Hall

Columbia, MO 65201

1 Dr. Seymour A. Papert
Massachusetts Institute of Technology 1 Dr. Fred Reif
Artificial Intelligence Lab SESAME

545 Technology Square c/o Physics Department
Cambridge, MA 02139 University of CalifornL

Berkely, CA 94720

1 Dr. James A. Paulson
Portland State University 1 Dr. Ernst Z. Rothkopf
P.O. Box 751 Bell Laboratories
Portland, OR 97207 600 Mountain Avenue

Murray Hill, NJ 07974
1 Mr. A. J. Pesch, President

Eclectech Associates, Inc. 1 Dr. David Rumelhart
P. 0. Box 178 Center for Human Information Processing

* N. Stonington, CT 06359 Univ. of California, San Diego
La Jolla, CA 92093

1 MR. LUIGI PETRULLO

2431 N. EDGEWOOD STREET 1 Dr. Allen Schoenfeld
ARLINGTON, VA 22207 Department of Mathematics

Hamilton College

I Dr. Barbara Pflanz Clinton, NY 13323
Department of German
University of Redlands 1 DR. ROBERT J. SEIDEL
Redlands, CA 92373 INSTRUCTIONAL TECHNOLOGY GROUP

HUHRRO
1 DR. PETER POLSON 300 N. WASHINGTON ST.

DEPT. OF PSYCHOLOGY ALEXANDRIA, VA 22314
UNIVERSITY OF COLORADO
BOULDER, CO 80302 1 Dr. Robert Smith

Department of Computer Science

1 DR. DIANE M. RAMSEY-KLEE Rutgers University
R-K RESEARCH & SYSTEM DESIGN New Brunswick, NJ 0,3903
3947 RIDGEMONT DRIVE
MALIBU, CA 90265 1 Dr. Richard Snow

School of Education
1 Dr. Peter B. Read Stanford University

Social Science Research Council Stanford, CA 94305

605 Third Avenue
New York, NY 10016 1 Dr. Robert Sternberg

Dept. of Psychology
Yale University
Box 11A, Yale Station
New Haven, CT 06520

L



BB&N/Collins October 10, 1979 Page 12

Non Govt Non Govt

1 DR. ALBERT STEVENS I Dr. Douglas Towne

t BOLT BERANEK & NEWMAN, INC. Univ. of So. California
50 MOULTONI STREET Behavioral Technology Labs
CAMBRIDGE, MA 02138 3717 South Hope Street

Los Angeles, CA 90007
1 Mr. William Stobie

McDonnell-Douglas 1 Dr. J. Uhlaner
Astronautics Co. Perceptronics, Inc.

P. 0. Box 30204 6271 Variel Avenue
Chico, CA 95926 Woodland Hills, CA 91364

1 Mr. D. J. Sullivan 1 Dr. Phyllis Weaver

c/do Canyon Research Group, Inc. Graduate School of Education
741 Lakefield Road Harvard University
Westlake Village, CA 91361 200 Larsen Hail, Appian Way

Cambridge, MA 02138
1 DR. PATRICK SUPPES

INSTITUTE FOR MATHEMATICAL STUDIES IN 1 Dr. David J. Weiss
THE SOCIAL SCIENCES N660 Elliot Hall

STANFORD UNIVERSITY University of Minnesota
STANFORD, CA 94305 75 E. River Road

* Minneapolis, MN 55455
1 Dr. Kikumi Tatsuoka

Computer Based Education Research 1 Dr. Karl Zinn
Laboratory Center for research on Learning

252 Engineering Research Laboratory and Teaching
University of Illinois University of Michigan
Urbana, IL 61801 Ann Arbor, MI '16104

1 Dr. John Thomas
IBM Thomas J. Watson Research Center

IP.O. Box 218
L Yorktown Heights, NY 10598

1 DR. PERRY THORNDYKE

THE RAND CORPORATION
1700 MAIN STREET

SANTA MONICA, CA 90406

1 Dr. Walt W. Tornow
Control Dat3 Corporation
Corporate Personnel Research
P.O. Box 0 - HQN060
Minneapolis, MN 55440
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